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#### Abstract

We study the dynamics of dissipative spin lattices with power-law interactions, realized via few-level atoms driven by coherent laser-coupling and decoherence processes. Using Monte Carlo simulations, we determine the phase diagram in the steady state and analyze its generation dynamics. As opposed to mean-field predictions and nearest-neighbor models, there is no transition to long-range-ordered phases for realistic interactions and resonant driving. However, for finite laser detunings, we demonstrate the emergence of crystalline order. Although the static and dynamical critical exponents of the revealed dissipative phase transition fall into the two-dimensional Ising universality class, the found steady states differ considerably from those of an equilibrium Ising magnet. Two complementary schemes for an experimental implementation with cold Rydberg atoms are discussed.
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Experiments with cold atoms offer unique insights into many-body physics [1]. Measurement techniques have reached spatiotemporal resolution [2] that-combined with tunable zero-range interactions-are opening the door for microscopic observations of many-body dynamics. Laser excitation of Rydberg states adds strong and long-range interactions to this toolbox [3], being key to the exploration of new ordered phases with ultracold atoms [4]. One avenue is to prepare such phases as many-body ground states of a Hamiltonian via slow changes of laser frequency and/or intensity [5-7]. This requires sufficient time to remain adiabatic, which poses a challenging competition with the finite lifetime of the Rydberg states. Alternatively, the excited-state decay can also be employed as a natural means for the preparation of states [8]. The nonequilibrium physics of such driven open systems and its relation to universal behavior in equilibrium [9] has recently attracted considerable interest [10-13]. We show here that driven Rydberg gases are ideal systems to experimentally access nonequilibrium steady-state phase transitions.

Previous work considered lattices of effective spins, represented by an atomic ground and strongly interacting Rydberg state coupled by external laser driving and spontaneous decay [ $8,14,15]$. The emergence of steady states with antiferromagnetic (AF) order was predicted on the basis of mean-field theory assuming nearest-neighbor (NN) interactions [8]. It was later shown, however, that ordering in these systems is restricted to short length scales for all spatial lattice dimensions due to large single-site fluctuations associated with a simple two-level driving scheme [15]. Simulations moreover showed that crystallization in one dimension (1D) is also precluded for other driving schemes [15], for which long-range order was predicted using mean-field theory [16]. Hence, the possibility of long-range order in dissipative Rydberg lattices as well as the physics of the associated phase transition have thus far remained an open question.

Here we address this issue and show that long-rangeordered antiferromagnetic phases can indeed be realized in dissipative Rydberg lattices when subject to appropriate coherent driving. However, fluctuations as well as the weak tail of the rapidly decaying interactions are both found to be essential. This stands in marked contrast to the equilibrium physics of the corresponding unitary systems, which often is well
described by mean-field models [17] and NN approximations [18]. While the crystalline state strongly deviates from that of an equilibrium Ising magnet, the critical exponents of the nonequilibrium transition are found to be those of the Ising universality class.

The unitary evolution is governed by the general Hamiltonian

$$
\begin{equation*}
\hat{H}=\sum_{i} \hat{H}_{i}-\hbar \Delta \sum_{i} \hat{\sigma}_{\mathrm{ee}}^{(i)}+V_{0} \sum_{i<j} \frac{\hat{\sigma}_{\mathrm{ee}}^{(i)} \hat{\sigma}_{\mathrm{ee}}^{(j)}}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|^{\alpha}} \tag{1}
\end{equation*}
$$

for laser-driven atoms on a quadratic lattice of length $L$. The local Hamiltonian $\hat{H}_{i}$ describes the atom-light interaction that excites Rydberg states with a frequency detuning $\Delta$ and $\hat{\sigma}_{\text {ee }}^{(i)}$ denotes the corresponding projector onto the Rydberg state of an atom at site $\mathbf{r}_{i}=\left(x_{i}, y_{i}\right), x_{i}, y_{i} \in[1, L]$. We will discuss two specific examples (see Fig. 1) for $\hat{H}_{i}$ later on. The last term accounts for the Rydberg-Rydberg interaction, where $V_{0}=C_{\alpha} / a^{\alpha}$ is the nearest-neighbor coupling for a lattice constant $a$ and an interaction strength $C_{\alpha}>0$. Dipole-dipole interactions correspond to $\alpha=3$ and van der Waals (vdW) interactions to $\alpha=6$. In addition, we consider Markovian loss and dephasing processes described by a suitable Lindblad operator $\hat{\mathcal{L}}[\rho]$ such that the $N$-body density matrix evolves as $\dot{\rho}=-i[\hat{H}, \rho]+\hat{\mathcal{L}}[\rho]$.

Independent on the specific form of $\hat{H}_{i}$, the quantum dynamics can be reduced to the diagonal elements of $\rho$ for sufficiently strong decoherence upon adiabatic elimination of its coherences and neglecting multiphoton excitation of two or more atoms [15,19-23]. ${ }^{1}$ This simplifies the time evolution to an effective classical rate equation model for the joint probabilities $\rho_{S_{1}, \ldots, S_{N}}$ of Rydberg excitations being present $\left(S_{i}=1\right)$ or not present $\left(S_{i}=0\right)$ at the $i$ th site. The corresponding many-body states are connected by single-atom excitation $\left[\Gamma_{\uparrow}\left(\delta_{i}\right)\right]$ and deexcitation $\left[\Gamma_{\downarrow}\left(\delta_{i}\right)\right]$ rates,

$$
\begin{align*}
\dot{\rho}_{S_{1}, \ldots, S_{N}}= & \sum_{i}\left[\left(1-S_{i}\right) \Gamma_{\downarrow}\left(\delta_{i}\right)+S_{i} \Gamma_{\uparrow}\left(\delta_{i}\right)\right] \rho_{S_{1}, \ldots, 1-S_{i}, \ldots, S_{N}} \\
& -\left[\left(1-S_{i}\right) \Gamma_{\uparrow}\left(\delta_{i}\right)+S_{i} \Gamma_{\downarrow}\left(\delta_{i}\right)\right] \rho_{S_{1}, \ldots, S_{i}, \ldots, S_{N}}, \tag{2}
\end{align*}
$$
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FIG. 1. (Color online) (a) Schematics of a two-dimensional lattice in which ground-state atoms (small blue spheres) are laser excited to Rydberg states (large red spheres). The interplay of dissipation and Rydberg-Rydberg interactions (b) can give rise to antiferromagnetic long-range order, where excitations predominantly occupy one checkerboard sublattice. Two possible realizations of such effective two-level systems with tunable excitation rates $\Gamma_{\uparrow}$ and $\Gamma_{\downarrow}$ are illustrated in (c) and (d) (see text for details).
where the interactions enter through an effective frequency detuning $\delta_{i}=\Delta-V_{0} \sum_{j \neq i} S_{j}\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|^{-\alpha}$ that accounts for the level shift of the $i$ th atom due to its surrounding Rydberg excitations.

The steady-state single-particle probabilities can always be expressed as a simple Lorentzian,

$$
\begin{equation*}
\bar{\rho}_{i}\left(\delta_{i}\right)=\frac{\Gamma_{\uparrow}}{\Gamma_{\uparrow}+\Gamma_{\downarrow}}=\frac{p_{0}}{1+\delta_{i}^{2} / \omega^{2}} . \tag{3}
\end{equation*}
$$

The resonant excitation probability $p_{0}$ and linewidth $\omega$ depend on the excitation scheme (cf. Fig. 1) and will be given later. Together with the relaxation time $T\left(\delta_{i}\right)$ for a single lattice site, the rates in Eq. (2) can then be expressed as $\Gamma_{\downarrow}\left(\delta_{i}\right)=$ $\left(1-\bar{\rho}_{i}\right) / T, \Gamma_{\uparrow}\left(\delta_{i}\right)=\bar{\rho}_{i} / T$.

The formulation in terms of coupled $N$-body rate equations permits an efficient numerical treatment of large systems via kinetic Monte Carlo simulations [24]. We have performed dynamic Monte Carlo (dMC) based on the rates $\Gamma_{\uparrow(\downarrow)}$ and steady-state Monte Carlo (ssMC), assuming $T(\delta)=T=$ const, and found good agreement in the relevant parameter regimes. In the latter case, the many-body steady state is determined by only four parameters: $p_{0}$, the exponent $\alpha$, the scaled detuning $\Delta / \omega$, and interaction strength $V_{0} / \omega$. To detect long-range correlations we define the order parameter

$$
\begin{equation*}
q=\langle | \sum_{i}(-1)^{x_{i}+y_{i}} \hat{\sigma}_{\mathrm{ee}}^{(i)}| \rangle /\left\langle\sum_{i} \hat{\sigma}_{\mathrm{ee}}^{(i)}\right\rangle . \tag{4}
\end{equation*}
$$

As illustrated in Fig. 1, $q$ measures the population imbalance on the two sublattices reflecting checkerboard ordering, with $q>0$ in the ordered phase and $q=0$ in the disordered phase.

If the Rydberg-Rydberg interaction is approximated by a NN blockade, the above model is analytically solvable, showing that long-range order cannot occur in 1D. In higher


FIG. 2. Order parameter as a function of the power-law exponent $\alpha$, for $p_{0}=0.95$ and $V_{0}=5 \omega$ and resonant driving $\Delta=0$. The symbols show results for finite system sizes given in the legend. The thick solid line shows the extrapolation to the thermodynamic limit, $L \rightarrow \infty$. Finite-size scaling shows a linear increase of the order parameter in the critical regime (exponent: $1 \pm 0.05$ ).
dimensions, the steady state exhibits Néel order provided that $p_{0} \gtrsim 0.7914$ in two-dimensional $(2 \mathrm{D})$ and $p_{0} \gtrsim 0.749$ in three-dimensional (3D) square lattices [25]. For simple two-level driving, $p_{0} \leqslant 0.5$, and thus crystallization is not possible in any dimension.

In order to clarify the significance of the NN approximation, we have performed ssMC simulations for resonantly driven atoms and varying exponents $\alpha$, for $p_{0}=0.95$, giving crystallization under the NN-blockade assumption. As shown in Fig. 2, the NN approximation fails qualitatively for the important case of vdW interactions $(\alpha=6)$, which does not support long-range order. Surprisingly, the weak tail of the interactions prevents crystallization until $\alpha \approx 11$. In fact, the simulations show that resonantly driven atoms, with vdW interactions, remain in the disordered phase for any values of $p_{0}$ and $V_{0}$. It is interesting to note that the order parameter increases linearly with the exponent $\alpha$ in the critical regime.

Long-range order can, however, be stabilized via a finite laser detuning $\Delta$. This is demonstrated in Fig. 3, showing the order parameter $q$ for finite detunings and a varying $p_{0}$ and $V_{0}$. As shown in Fig. 3(a), Néel-type ordering indeed emerges within a finite detuning range and for $p_{0}>p_{\mathrm{c}} \approx 0.86$, only slightly larger than the threshold in the NN -blockade model [25]. Yet, Néel states are only found in a certain interval of interaction strengths $V_{0}$, since the vdW tail prevents long-range ordering beyond a critical value [Fig. 3(b)].

The location of the transition can be understood as follows: A Néel state is characterized by a macroscopic population imbalance on the two sublattices with lattice constant $\sqrt{2} a$. Assuming that an atom on the highly populated sublattice has an average of $z$ nearest neighbors, the laser detuning must compensate the corresponding level shifts such that its excitation probability remains above threshold, i.e., $\bar{\rho}_{i}(\Delta / \omega-$ $\left.z V_{0} / 8 \omega\right) \geqslant p_{\mathrm{c}}$, with $\bar{\rho}_{i}$ given by Eq. (3) and $z \approx 3$ near the crystallization transition. The parameter region where this condition is fulfilled is marked in Fig. 3 and qualitatively reproduces our numerical results.

Figure 3(c) shows the order parameter as a function of $\Delta$ in the thermodynamic limit, indicating second-order phase transitions between the AF and paramagnetic phase. In order to quantitatively assess the importance of fluctuations and the shape of the interaction potential, Fig. 3(c) also gives a


FIG. 3. (Color online) Order parameter obtained for a $30 \times 30$ lattice as a function of (a) $\Delta$ and $p_{0}$ for $V_{0}=5 \omega$ and (b) $\Delta$ and $V_{0}$ for $p_{0}=0.96$. The dashed line shows an estimate of the phase boundary (see text). (c) shows the order parameter after finite-size scaling for $p_{0}=0.96$ and $V_{0}=5 \omega$ (solid line) compared to meanfield predictions for NN interactions (dotted line) and the full vdW interactions (dashed line).
comparison to mean-field results under the NN approximation $[8,16]$ and for full vdW interactions. Both cases give qualitatively different predictions, suggesting Néel order at negative detunings and a first-order transition to the reentrant paramagnet at $\Delta>0$.

To characterize the phase transition we now discuss its static and dynamic properties. The ordered phase with $q \neq 0$ is associated with nondecaying spin-spin correlations, whereas they fall off exponentially on a length scale $\xi$ outside this phase. The inverse correlation length extracted from spin-spin correlation functions in Fig. 4(a) illustrates this behavior and allows the determination of the critical scaling at the phase transition. For the nonequilibrium transition discussed here the static exponent is $v \approx 1$, which agrees with the value found for the equilibrium Ising model in two dimensions. A continuous transition to a phase with long-range order is usually associated with a critical slowdown, and the same has been found for free dissipative lattice models [26-28].


FIG. 4. (Color online) (a) Finite-size extrapolation of the inverse correlation length $\xi^{-1}$ near the phase transition at $\Delta=\Delta_{c} \approx 0.79 \omega$ for $\alpha=6, p_{0}=0.9, V_{0} / \omega=2.97$. The dashed line corresponds to $\xi^{-1} \propto\left|\Delta-\Delta_{c}\right|^{1}$. (b) Scaling of relaxation time with the linear size of the two-dimensional system for parameters as in (a) and $\Delta=\omega$ within the ordered phase.

Using dMC we have access to the full time evolution and we extract the relaxation time from the asymptotic approach of the Néel order parameter to its steady-state value. The scaling of this relaxation time defines the dynamical critical exponent of the model, which we find to be $z=2.22 \pm 0.10$, as shown in Fig. 4(b). This value is compatible with results for kinetic Ising models, notably without a power-law interaction [29,30]. The observed dynamical properties are very similar to those of "model A" in the classification scheme of equilibrium critical dynamics of Hohenberg and Halperin [9].

The effects of power-law interactions as well as of the dissipative nature of the phase transition can be illuminated by direct comparison of the steady state $\bar{\rho}$ of Eq. (2) to the corresponding equilibrium state. In the limit $\alpha \rightarrow \infty$, the rate equations fulfill detailed balance conditions and $\bar{\rho}$ coincides with the thermal equilibrium of a corresponding Ising model

$$
\begin{align*}
\rho_{\mathrm{Is}}= & \frac{1}{Z} \exp \left\{-\beta\left[h \sum_{j} \hat{\sigma}_{j}^{z}\right.\right. \\
& \left.\left.+\sum_{i<j} V_{i, j}\left(\hat{\sigma}_{i}^{z}+\frac{1}{2}\right)\left(\hat{\sigma}_{j}^{z}+\frac{1}{2}\right)\right]\right\}, \tag{5}
\end{align*}
$$

where $\hat{\sigma}_{i}^{z}=\hat{\sigma}_{\text {ee }}^{(i)}-1 / 2$, if $V_{i, j} \rightarrow \infty$ for next neighbors and zero otherwise, and $\beta h=\ln \frac{1-p_{0}}{p_{0}}$. Such a correspondence no longer holds in the case of power-law interactions for which one can easily show that the rate equations do not satisfy a detailed balance. We demonstrate this by calculating the minimum trace norm distance $\mathcal{F}$ between the nonequilibrium steady state and the thermal state of an Ising model. Note that the average distance between two random density matrices is 0.5 . We optimized the corresponding parameters in Eq. (5) such as the external field $h$ and allow for NN and NNN couplings to minimize $\mathcal{F}$, but found no good agreement, as can be seen in Fig. 5. Thus while the universal properties, characterized by static and dynamic critical exponents, are in agreement with those of the classical Ising model, the specific state is not reproduced by a thermal state.

We finally discuss two experimental implementations of the described system that overcome the two-level limit of $p_{0} \leqslant 0.5$. Consider first a lattice of small atomic clouds,


FIG. 5. Trace norm distance $\mathcal{F}$ of the steady state to a thermal state of an Ising model with optimized values of $\beta, h$, and $V_{i j}$ [cf. Eq. (5)] for a $4 \times 4$ lattice with periodic boundary conditions and $\alpha=6$, $p_{0}=0.9, V_{0} / \omega=2.97$.
each containing $N$ two-level atoms. Here $\hat{H}_{i}=\Omega \hat{\sigma}_{\text {eg }}^{(i)}+$ H.c. couples directly the ground and Rydberg state, which decays with a spontaneous decay rate $\gamma$. For sufficiently strong interactions, the blockade inhibits multiple Rydberg excitations within the cloud, such that each site acts as an effective twolevel "superatom" $[31,32]$ composed of the collective ground state $|G\rangle$ and the symmetric, singly excited state $\left|E_{0}\right\rangle$ with an enhanced Rabi frequency $\sqrt{N} \Omega$. Additional single-atom dephasing with a rate $\gamma_{\mathrm{d}}$ transfers population between $\left|E_{0}\right\rangle$ and the manifold of $N-1$ singly excited, nonsymmetric states $\left|E_{k}\right\rangle$ [33] Fig. 1(d). In the limit of strong dephasing, adiabatic elimination yields classical rates $\Gamma_{\uparrow(\downarrow)}$ for transitions between $|G\rangle$ and the manifold of singly excited states. The steady-state excitation probability is given by Eq. (3) with $p_{0}=N /[N(1+$ $\left.\gamma / \bar{\gamma})+\gamma_{d} / \bar{\gamma}+\gamma \bar{\gamma} /\left(4 \Omega^{2}\right)\right]$, where $\bar{\gamma}=\gamma+\gamma_{\mathrm{d}}$. For large $N, p_{0} \rightarrow 1 /(1+\gamma / \bar{\gamma}+1 / N)$, which approaches unity for strong dephasing [33] and $\omega=\sqrt{N} \Omega \sqrt{\gamma_{\mathrm{d}} / \gamma}$. The described superatom lattices can be realized with magnetic or optical microtrap arrays [34-36] that accommodate $N \approx 10 \ldots 100$ atoms per site and provide lattice constants of a few $\mu \mathrm{m}$ for which strong NN interactions can be obtained.

Alternatively, $p_{0}$ can be controlled on a single-atom level using three-level excitation via a low-lying intermediate state $|p\rangle$ with two Rabi frequencies $\Omega_{1}$ and $\Omega_{2}$ [Fig. 1(c)]. Here, the fast decay of the intermediate state with a rate $\gamma \sim \mathrm{MHz}$ drives the relaxation towards the steady state, Eq. (3), with a tunable $p_{0}=\Omega_{1}^{2} /\left(\Omega_{1}^{2}+\Omega_{2}^{2}\right)$. Such three-level excitation schemes are utilized in numerous Rydberg atom experiments, either exploring interaction effects in the strong excitation regime $\left(\Omega_{1}>\Omega_{2}\right.$ ) [37-40] or quantum optics applications in the opposite limit [41-44]. As a specific example, laser excitation of $\mathrm{Rb}\left(35 S_{1 / 2}\right)$ Rydberg states via the intermediate $\operatorname{Rb}\left(5 P_{1 / 2}\right)$ state with $\Omega_{1}=0.5 \gamma=4 \Omega_{2}$ yields $p_{0} \approx 0.9$, upon accounting for the small but non-negligible Rydberg state decay. For a lattice constant of $a \approx 2 \mu \mathrm{~m}$ these conditions correspond to $V_{0} \approx 5 \omega$, i.e., well within the parameter region of the ordered phase. Rydberg excitation and trapping [45] as well as site-resolved Rydberg atom imaging [46] have been experimentally demonstrated in 2D lattices with $a \approx 0.5 \mu \mathrm{~m}$. Larger lattice constants can also be realized in these settings [47] or via optical microtrap arrays [48], such that the creation
and probing of the predicted dissipative phase transition appear to be well within experimental reach. Moreover, such experiments could shed light on the transition to the moderate-to-weak damping regime, either via stronger laser driving or employing narrow transitions, e.g., using two-photon Rydberg excitation of two-electron atoms [49] via narrow intermediate states [50].

In conclusion, we have shown that Rydberg lattices can undergo a dissipative phase transition to a long-range-ordered AF phase. A key requirement is the use of optical coupling schemes that go beyond the inversion limit of simple two-level driving and a finite laser detuning to counteract the effects of the power-law tail of the interaction potential. While we have focused here on neutral-atom settings with finite-range vdW interactions ( $\alpha=6$ ), effective quantum magnets with variable power-law interactions [51] are currently attracting great interest in the context of laser-cooled ion crystals in which various spin models [52] with $\alpha=0 \ldots 3$ can be realized in one and two dimensions [53-55]. These systems inherently feature dissipation [56] and thus provide an interesting platform to explore the dissipative phase transition in the nonequilibrium steady state also in the long-range interaction regime. In light of the demonstrated failure of mean-field approximations, it would further be of great interest to investigate other dissipative phase transitions predicted by mean-field theory [13]. The critical exponents of the steady-state phase transition were found to fall into the Ising universality class, despite marked differences in the steady states from an Ising model in thermal equilibrium. Finally we have addressed here the limit of strong decoherence, and understanding the transition behavior to weakly damped, strongly interacting quantum many-body systems poses another challenging and likewise important issue for future work.
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[^0]:    ${ }^{1}$ We have confirmed these simplifications via quantum simulations of smaller lattices.

