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The facilitation of Rydberg excitations in a gas of atoms provides an ideal model system to
study epidemic evolution on (dynamic) networks and self organization of complex systems to the
critical point of a non-equilibrium phase transition. Using Monte-Carlo simulations and a machine
learning algorithm we show that the universality class of this phase transition can be tuned. The
classes include directed percolation (DP), the most common class in short-range spreading models,
and mean-field (MF) behavior, but also different types of anomalous directed percolation (ADP),
characterized by rare long-range excitation processes. In a frozen gas, ground state atoms that
can facilitate each other form a static network, for which we predict DP universality. Atomic
motion then turns the network into a dynamic one with long-range (Lévy-flight type) excitations.
This leads to continuously varying critical exponents corresponding to the ADP universality class,
eventually reaching MF behavior. These findings also explain the recently observed critical exponent
of Rydberg facilitation in an ultra-cold gas experiment [Helmrich et al., Nature 577, 481 (2020)],
which was in between DP and MF values.

Non-equilibrium phase transitions [1] and the dynam-
ical self organisation of complex systems to the corre-
sponding critical point [2, 3] are key phenomena believed
to be the reason for the abundance of scale invariance
in nature. They are characteristic for a broad range of
spreading processes ranging from epidemic dynamics of
diseases [4, 5], earthquakes [6], and forest fires [7], to neu-
ral networks [8], electric circuits, and information spread-
ing in the internet [9]. The most relevant non-equilibrium
phase transitions are those between an active and an in-
active phase (absorbing state) of dynamical activity. In
contrast to their equilibrium counterpart, they are much
less understood and the corresponding theoretical models
can in general not be solved exactly. However, in analogy
to equilibrium statistical mechanics, the behavior near
the critical point shows universal features characterized
by different non-equilibrium universality classes [1].

One of the most prominent universality classes of
non-equilibrium phase transitions is directed percolation
(DP) [1], originally describing the flow of fluids through
porous materials. Janssen and Grassberger conjectured
that non-equilibrium phase transitions in any classical
system should belong to the DP universality class if they:
(i) exhibit a continuous phase transition between an ac-
tive and a unique absorbing state, (ii) the transition is
characterized by a positive one-component order param-
eter, (iii) the dynamical rules involve only short-range in-
teractions, and (iv) the system has no special attributes
such as additional symmetries or quenched randomness
[10, 11]. To date no counterexamples to these criteria
have been found [12], and DP universality has even been
predicted in more general systems, e.g. with multiple
absorbing states [13, 14].

FIG. 1: Critical exponent β of the active density as a
function of the root mean square atom velocity for a
percolating gas with ⟨k⟩ = 1.25 (see text). The expo-
nent displays two plateaus: β = 0.993(6) for high and
β = 0.808(5) for low gas velocities - error given by stan-
dard deviation. Mean field predicts βMF = 1.00 and 3D
directed percolation βDP ≈ 0.813. Between these limits
the critical exponent changes continuously, characteristic
for anomalous directed percolation (ADP). Errors in β
result from fitting (see text). The black line shows a field
theoretical approximation of β and continues as a grey
dashed line in the ADP II phase. The black ticks on the
x-axis display relevant velocity scales (see main text). In-
set: Schematic of spreading dynamics in the gas. Excited
Rydberg atoms (red) shift atoms in a spherical shell with
radius rf and width δrf into resonance (orange shells).
All points use the parameters b = 0.3, ∆/γ = 2000, with
varied Ω/γ ∈ [1, 10] and n0r

3
f ∈ [20, 30].

In spite of the apparent generality of the directed per-
colation universality class, only few experimental plat-
forms are known for which DP behavior has unambigu-
ously been proven. In 2007 the first such platform was
found in turbulent liquid crystals and a full set of critical
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exponents in d = 2 + 1 dimensions was measured [15, 16].
Since then, interacting many-body systems of Rydberg
atoms in the facilitation regime have been suggested as a
platform to study absorbing state phase transitions, for
which DP universal behavior was predicted on a lattice
[17], and subsequently experimentally observed in a 1D
gas [18]. One important aspect, relevant for the emer-
gence of scale invariance in dynamical processes, which
these model systems lack is the effect of atomic losses
from the system. In a number non-conserving regime
the gas density decreases over time which drives the sys-
tem to its critical point [19, 20], a phenomenon called
self-organized criticality (SOC) [2, 3]. An experiment in-
vestigating Rydberg facilitation in a 3D gas, performed
in this number non-conserving regime [19], showed sig-
natures of SOC, but a deviation from DP universality,
which was attributed to the self-organization process.

Through numerical experiments and analytic consid-
erations we show that this deviation is neither due to
the self-organization process [19] nor due to heterogene-
ity [21], but results from a violation of the Jansen-
Grassberger conditions leading to a dependency of the
universality class of the underlying absorbing-state phase
transition on the relative velocity of the atoms in the gas.
Tuning the parameters which set the reference scale of the
atomic velocity, the system can either display DP, mean-
field (MF), or anomalous directed percolation (ADP) uni-
versality. In Fig. 1 numerical predictions of the critical
scaling exponent of the active density around the critical
point can be seen as a function of the root mean square
(RMS) thermal velocity of the atoms.

Several relevant real-life spreading processes go beyond
the Jansen-Grassberger conjecture and display different
universal behavior of the absorbing-state phase transi-
tion than DP. An example is the spread of diseases by
flying insects in addition to the spread by direct contact,
which violates the condition of short-range excitations
[22, 23]. Likewise spreading processes often take place
on dynamical rather than static networks [24]. For ex-
ample in social networks, no individual is in contact with
all friends simultaneously all the time. Contacts often
change on a time scale comparable with the one of the
spreading process itself and thus real contact networks
are essentially dynamic [25].

Rydberg facilitation in a gas of cold atoms provides
a powerful platform which opens a way to experimen-
tally study transport phenomena on resolvable length
and time scales, as well as in various static and dynamic
network configurations. It allows for the investigation of
different types of non-equilibrium phase transitions be-
yond DP universality as well as the self organization of
complex dynamical systems to the corresponding critical
points.

While so far most experimental work on Rydberg fa-
cilitation focused on the dephasing dominated regime, in
which the system largely behaves classically, the system
can also be studied in the quantum limit by tuning micro-
scopic parameters. Here, as argued in Ref. [26], universal

features different from DP or ADP could emerge when
quantum effects become relevant. Furthermore, while fa-
cilitation in a frozen gas of atoms (i.e. when the thermal
movement is much slower than the spreading dynamics)
constitutes a spreading process on a random network [27],
using advanced trapping techniques (i.e. tweezer arrays)
various lattice geometries [28–30] can be investigated.

I. CRITICAL SCALING AT THE
ABSORBING-STATE PHASE TRANSITION

In Rydberg facilitation systems, atoms are continu-
ously driven from the ground to a high-lying Rydberg
state by a laser with Rabi frequency Ω and detuning from
resonance ∆, where ∆ ≫ Ω. As a result of the strong de-
tuning, off-resonant (seed) excitations are strongly sup-
pressed. However, in the presence of a Rydberg atom,

other atoms with distance r ≈ rf ≡ 6

√
C6

∆ are shifted into

resonance as a result of the van-der-Waals (vdW) inter-
action, where C6 is the vdW coefficient.
Consequently, atoms within a spherical shell with vol-

ume Vs ≈ 4πδrfr
2
f around a Rydberg atom can be facil-

itated (i.e. excited on much faster time scales). Here
δrf ≈ γ⊥

2∆rf is the width of the facilitation shell with γ⊥
being the linewidth of the transition. The rate of exci-
tation for atoms within the facilitation shell is given by
Γf = 2Ω2/γ⊥. These facilitated excitations can also be
interpreted as infection processes, with a global spread-
ing rate given by κ = ΓfnVs, where n is the gas den-
sity. Spontaneous decay of Rydberg atoms back to the
ground state then corresponds to recovery with rate γ.
For more details about the microscopic dynamics, we re-
fer the reader to the Methods section.
These systems feature a non-equilibrium phase tran-

sition between an absorbing phase, for κ < γ, with no
excited atoms in the thermodynamic limit, and an ac-
tive phase, for κ > γ, featuring widespread and infinitely
long-lived activity. Near the critical driving strength
κ ≈ γ, there is universal behavior characterised by three
scaling relations for the Rydberg density ρ, as well as
the temporal and spatial correlation lengths, ξ∥ and ξ⊥
respectively

ρ ∼ (p− pc)
β , (1a)

ξ∥ ∼ |p− pc|−ν∥ , (1b)

ξ⊥ ∼ |p− pc|−ν⊥ . (1c)

Here p− pc corresponds to the distance of the control pa-
rameter from the critical point, and β, ν∥, ν⊥ are critical
exponents. Finally, while seed excitations are strongly
suppressed, they still occur for finite separation of time
scales with the rate τ ∼ 1/∆2.
In the following, we consider the system in the SOC

regime, allowing Rydberg atoms to additionally decay to
an inert state, effectively removing them from the system,
with the rate bγ (see inset of Fig.2a). As a consequence,
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the system drives itself to the critical density given in
MF approximation by

nc =
∆γ

4πΩ2
r−3
f . (2)

The SOC dynamics for different initial gas densities can
be seen in Fig. 2a. In the initial active phase there is a
fast loss of atoms to inert states until the critical point
is reached where this loss slows down substantially. To
observe universal critical behavior these two time scales
of atom loss must be well separated [31].

First we consider the limit where the thermal move-
ment of atoms occurs on a much slower timescale than
the internal dynamics, rendering them effectively static.
In this frozen-gas limit, the spreading of excitations is
constrained to a random Erdős–Rényi network with the
average network degree ⟨k⟩ given by [27]

⟨k⟩ = nVs. (3)

FIG. 2: (a) Time dynamics of density of ground and Ry-
dberg atoms in the high temperature limit for b = 0.3,
Ω/γ = 3.7, ∆/γ = 1000, and v/rfγ = 100, with varied
n0 showing self-organized criticality to a single density
ncrit. Machine learning (ML) predictions of the criti-
cal density of the phase transition for each trajectory
(horizontal dashed lines). (b) ML predictions of criti-
cal density nc normalized by initial density n0 depend-
ing on the rescaled driving (see main text) for ⟨k⟩ > 1
and v = 100 rfγ (red) and v = 0 rfγ (blue), as well as for
⟨k⟩ < 1 (inset). The exponent α is tuned until all data
points collapse.

At ⟨k⟩ = 1 a transition occurs between a non-percolating
network of ground state atoms with distance rf , com-

posed of many small disconnected clusters, and a per-
colating network with one large cluster on the order of
the size of the system [32]. For ⟨k⟩ < 1 this gives rise
to a heterogeneous, non-universal Griffiths phase of the
Rydberg facilitation, replacing the absorbing-state phase
transition. Above the percolation transition, however,
i.e. ⟨k⟩ > 1, the absorbing-state phase transition is re-
covered [27, 33]. (The SOC dynamics does not change
the Erdős–Rényi character of the network, but only leads
to a reduction of ⟨k⟩.)
At high gas temperatures the continuous mixing of

atomic positions and subsequent fast decay of spatial cor-
relations leads to the expectation of mean field behavior
regardless of ⟨k⟩ [34].
An unambiguous signature of universal behavior and

a precise method for the classification of a given system
into a certain universality class is the collapse of data ob-
tained over a large parameter range onto specific scaling
functions. Following Ref. [19], we consider the density of
atoms in active states (i.e. in the ground and Rydberg
state but not in the inert state) at the critical point, nc,
normalized to the initial density n0 as a function of the

generalized driving strength Ω2n
1/α
0 , with α being tuned

until all data points collapse onto a single curve. Scale
invariance requires

nc

n0
= f

(
Ω2n

1/α
0

)
(4)

to hold over the entire parameter range, with a
scaling function f(x), which can be chosen as
f(x) = xβ

c (x
µβ + xµβ

c )−1/µ [19], where xc and µ are free
parameters defining the position and sharpness of the
critical point. Finally, β corresponds to the critical ex-
ponent from eq. (1a).
For the high temperature limit the result is plotted

in Fig. 2b (orange dots). For both ⟨k⟩ > 1 and ⟨k⟩ < 1
(inset) we receive a collapse of all data points onto a sin-
gle power-law using the tuning exponent α = 1.26(1) and
α = 1.08(1) respectively and we extract the critical ex-
ponents βhigh⟨k⟩ = 0.996(18) and βlow⟨k⟩ = 1.049(19) re-
spectively, which both fall in line with the expected mean
field exponent βMF = 1.00. Errors are calculated from
the covariance matrix of the respective fit parameters.
For the frozen gas regime, on the other hand, (blue

dots in Fig. 2b) we find no collapse of data below
the percolation threshold, i.e. ⟨k⟩ < 1, for values of
α ∈ [0.5, 2.0], indicating non-universal behavior which is
consistent with the observation of a heterogeneous Grif-
fiths phase [27]. For ⟨k⟩ > 1 however, the data collapses
onto a single power-law for α = 0.88(1), with the slope
of this power-law clearly differing from the high temper-
ature slope. Furthermore, when using the above men-
tioned fit function we obtain the power-law exponent
βfrozen = 0.809(13), very close to the expected 3D DP
critical exponent βDP = 0.813 [12].

To unambiguously confirm DP and MF universality in
the frozen-gas and high-temperature limits respectively,
we also determine the critical exponent ν∥. To this end
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we consider the decay of excitations from the fully ex-
cited state ρ(t = 0) = n(t = 0), in the number conserving
case, i.e. b = τ = 0. For the case of weak driving, i.e. in
the absorbing phase κ < γ, a pure exponential decay to
ρ(t → ∞) = 0 is expected, while for strong driving, i.e.
in the active phase κ > γ, a non-zero steady state den-
sity emerges [12] ρ(t → ∞) > 0. At the critical driving
strength, i.e. κ = κc = γ, there is a power-law decay in
the active density of the form ρ ∼ t−δ with the exponent
δ = β/ν∥. For contact processes on networks, the critical
driving strength is expected to be slightly larger how-
ever, i.e. κc ≳ γ [33]. For MF δ = β = ν∥ = 1, whereas
for 3D DP universality a less steep slope with exponent
δ ≈ 0.732 has been predicted, since νDP

∥ = 1.11(1), see

e.g. Ref. [1].
In Fig. 3 we see this expected behavior with

an intermediate power-law for the driving strength
κ(Ω, n0) = κc, which is exponentially truncated as a re-
sult of finite size effects. The behavior around the critical
driving strength is very sensitive to the Rabi frequency
Ω, which is reflected in the rather large error margins in
δ. Still, we find a good agreement with the DP and MF
predictions of δ and a clear difference between the values
δ takes in the two limits.
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FIG. 3: Decay of the density of excited atoms over
time with all atoms initially excited ρ(t = 0) = n0 with
varying driving Ω with n0r

3
f = 20 for high temperature

(v/rfγ = 100, left) and the frozen gas (v/rfγ = 0, right).
Both plots display an absorbing state phase transition
with exponential decay for κ < κc ≈ γ, decay to a steady
state for κ > κc and power-law decay for κ = κc. The
dashed lines represent a power-law decay with exponent
δ = 1.0(1) (left) and δ = 0.65(10) (right). Furthermore
we use ∆/γ = 1000 and b = 0.

II. ANOMALOUS DIRECTED PERCOLATION

From the above discussion one would naively expect
that there is a critical value of the RMS atom velocity
where a phase transition between DP and MF behavior
takes place. Astonishingly we find however in Fig. 1 for
gas temperatures between the two limits (and ⟨k⟩ > 1)
a universal collapse of data points with a monotonously
changing critical exponent β over multiple orders of mag-
nitude in the RMS gas velocity.

Increasing the temperature the system leaves the DP
regime at rather low velocities corresponding to the (very
small) width of the facilitation shell per facilitation time,
i.e. v− = δrf⟨Γf⟩ (left mark in Fig.1). This is because
the number of ground-state atoms that can be facilitated
by a single Rydberg atom starts to increase once this
velocity is exceeded. On the other hand the network
character of ground state atoms gets completely washed
out leading to MF behavior if the RMS velocity of a
Rydberg atom is so large that it flies a distance larger
than the facilitation distance in a facilitation time, i.e.
v+ = rf⟨Γf⟩ (right mark in Fig.1).

In the following we show that the critical behavior with
continuously varying exponents β in the velocity range
between these two limiting values is a signature of ADP
universality, resulting from effective long-range spread-
ing processes and heavy-tailed waiting time distributions
[35].

Absorbing-state phase transitions in complex systems
where excitation distances follow a Lévy flight distribu-
tion as

P (r) ∼ 1

rd+σ
, (5)

where d is the dimension and σ is a free parameter, no
longer fulfill the constraints of the Janssen-Grassberger
conjecture. Such systems however, still show universal
behavior, albeit with continuously varying critical expo-
nents depending on the value of σ [12, 35]. The same is
true if the distribution of time intervals between succes-
sive excitations (i.e. waiting time distribution P (δt)) is
heavy-tailed. In general terms, the algebraic spatial and
temporal distributions effectively reduce the upper crit-
ical dimension, and the critical exponents approach the
MF values.

In the frozen gas limit each atom is confined to a cluster
and has k atoms in its facilitation shell, with k given by

a Poissonian distribution as P (k) = (nVs)
k

k! e−nVs . With
increasing thermal velocity, the probability that an atom
finds another connection outside of its original cluster
increases. Since the underlying network is a random net-
work, even small distances in real space can correspond
to completely new connections, i.e. very distant jumps
in the network.

For an initially excited Rydberg atom with velocity v,
the distribution of distances to the next facilitated atom
can be seen in Fig. 4a. Outside of the facilitation shell
(vertical black dashed line), we find that this probabil-
ity decays as a power-law with an exponent σ decreasing
with increasing atom velocity. For large distances the ex-
citation probability is exponentially truncated, with the
scale given by v/Γf .
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FIG. 4: (a) Distribution of distances between excitations
in units of mean free path Λ for different RMS gas veloc-
ities v. Half of the width of the facilitation shell is given
by the vertical gray dashed line. The black dashed lines
are combined power-law/exponential fits and the black
solid lines are analytical predictions given by eq. (9). (b)
Power-law exponent σ (blue) of infection distance dis-
tribution and field theoretical limits of ADP (horizontal
dashed lines, see main text), as well as critical scaling
exponent β (gray) continuously changing between MF
and DP plateaus for gas velocities where σ is within
ADP bounds. And distribution of times between excita-
tions P (δt) for (c) v/rfγ = 10−3, (d) v/rfγ = 10−1, and
(e) v/rfγ = 101. All plots use Ω/γ = 20, ∆/γ = 2000,
n0r

3
f = 20.

In 3D systems, MF behavior occurs for σ < 1.5 (lower
black dashed line in Fig. 4b), while for σ > 2.118(17) reg-
ular DP behavior is expected (upper black dashed line in
Fig. 4b) [12]. In between these limits, the long range
interactions are prevelant enough to disrupt DP univer-
sality, but not strong enough to suppress all correlations.
Here, the system falls into the ADP universality class
with its critical exponents taking on values between their
MF and DP limits and which vary continuously with σ
[12].

Fitting the spatial distribution of excitation dis-
tances with an exponentially truncated power-
law f(x) = c1x

−c2e−c3x, with c2 = σ − 1 (as
P (r⃗) d3x = P (r)4πr2 dr), we receive very good agree-
ment between the data and the fit function (dashed lines

in Fig. 4a). From this we can extract the power-law
slope σ(v) governing the flight distance distribution
depending on the thermal gas velocity seen in Fig. 4b.
For the waiting time distribution (seen in Fig. 4c-e for

different v), we find an exponential decay for the high
temperature and frozen gas limits. However, for gas ve-
locities in the interval v/rfγ ∈ [0.01, 1.0] we find a de-
viation from a pure exponential decay in the form of a
power-law for times on the order of the facilitation time
Γ−1
f . This additional power-law decay in the time dis-

tribution gives rise to a regime where both spatial and
temporal long-range processes are relevant (ADP II in
Fig. 1).
For gas velocities in the interval v/rfγ ∈ [1.0, 3.0], we

find an exponential waiting time distribution, but a spa-
tial power-law distribution with σ > 1.5, giving rise to
the ADP I regime [1]. Here the critical exponent of the
activity scaling β can be field theoretically approximated
in perturbation theory to one-loop order, which yields
[12]

β = 1 + 2
3− 2σ

7σ
. (6)

For gas velocities v/rfγ ≳ 1.0 we see a very good agree-
ment between the field theoretical approximation of
β(σ(v)) and our simulation results (black line in Fig. 1).
With decreasing velocity, i.e. entering the ADP II
regime, the field theoretical predictions begin to diverge
(gray dashed line in Fig. 1) resulting from the non-
exponential distribution in waiting times and the failure
of the perturbation expansion.

III. LÉVY FLIGHTS

The heavy-tailed distribution of excitation distances
P (r) is caused by atomic motion as we will show in
the following. To this end we describe the distribution
considering the distance z a Rydberg atom would cover
before facilitating another atom. By discretizing space
into infinitesimal steps δz we can write the probabil-
ity that the excitation happens after at least J steps
as P (X > J) = (1− pexc)

J . Here pexc is the excitation
probability in a given time interval δt = δz/v. As the
number of atoms in the facilitation shell of a Rydberg
atom in t+ δt are given by the Poissonian distribution,
the excitation probability reads

pexc =

∞∑
k=0

P (k)(1− (1− p↑)
k) (7a)

= 1− exp
{
−⟨k⟩ δz

δrf
(1− e−δrfΓf/v)

}
. (7b)

Inserting (7b) into P (X ≥ J) and taking the limit δz → 0
for fixed z, with J = z/δz and Jδz = const., we receive
the exponential distribution as the continuum limit of the
geometric distribution. The probability density function
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of the flight distance, for z ≥ 0, reads

fZ(z) = ξe−ξz, (8)

with ξ = ⟨k⟩/δrf(1− e−δrfΓf/v). After the Rydberg atom
flies the distance z, an atom is facilitated in a random
position around it with distance rf , i.e. in spherical co-
ordinates with uniformly distributed random variables
θ ∈ [0, π) and φ ∈ [0, 2π), as well as a fixed r ≡ rf . The
probability distribution of the distance from the initial
position of the Rydberg to the position where the first
atom is facilitated is given by

P (r) =2πξr

∫ π

0

dθ
e−ξ(

√
cos2 θ+r2−1−cos θ)√
cos2 θ + r2 − 1

, (9)

where r⃗ = rf êr(θ, φ) + (0, 0, z)T . In eq. (9) the distribu-
tion is given up to a numerically solvable integral and the
solution can be seen as the black solid lines in Fig. 4a.
We see an excellent agreement between the distribution
given by eq. (9) and the numerical data.

IV. METHODS

A. Microscopic Description of the Rydberg Gas

We consider a three dimensional gas of N atoms cou-
pled between a ground |g⟩ and a Rydberg |r⟩ state
with a laser with Rabi-frequency Ω and detuning ∆.
The unitary dynamics are described by the Hamiltonian
Ĥ =

∑
i Ωσ̂

x
i +∆

(
V̂i − 1

)
σ̂rr
i , where σ̂rr

i is the projec-
tion operator of the ith atom onto its Rydberg state and
the Rydberg-Rydberg van-der-Waals interaction is given
by the potential V̂i =

∑
j<i

C6

r6ij
with van-der-Waals coef-

ficient C6, and rij = |r⃗i − r⃗j | being the distance between
the ith and jth atom.
In addition to the unitary dynamics, we account for

spontaneous decay of the Rydberg state into the ground
or an additional dark |0⟩ state described by the jump op-

erators L̂1,i =
√

(1− b)γ |g⟩ii ⟨r| and L̂2,i =
√
bγ |0⟩ii ⟨r|

respectively. Here the parameter b ∈ [0, 1] describes the
portion of atoms lost from the system following decay
into inert states. Finally, dephasing of the Rydberg state
is accounted for by L̂3,i =

√
γ⊥ |r⟩ii ⟨r|. Typically in Ry-

dberg many-body gases γ⊥ ≫ Ω, allowing classical rate
equations to describe these systems to high accuracy [36].

The evolution of the N -body density matrix is given
by the Lindblad master equation d

dt ρ̂ = −i[Ĥ, ρ̂] + L̂(ρ̂),
with the Lindblad superoperator L̂(ρ̂) [37]. After adia-
batic elimination of coherences a set of rate equations for
the occupation probabilities in Rydberg (pr) and ground
states (pg) of each atom can be derived. These read

d

dt
p(i)r = − 2Ω2γ⊥

γ2
⊥ + V 2

i

(p(i)r − p(i)g )− γp(i)r (10a)

d

dt
p(i)g = +

2Ω2γ⊥
γ2
⊥ + V 2

i

(p(i)r − p(i)g ) + γp(i)r , (10b)

with Vi = ∆
(
− 1 +

∑
j∈Σ

r6f
r6ij

)
, where Σ is the set of all

other atoms in the Rydberg state.
For all simulations we initiate random positions in a

3D box with length L = 7rf and periodic boundary con-
ditions. Atom velocities are sampled from a Maxwell-
Boltzmann distribution, i.e. Gaussian in each direction,
with the temperature given by the RMS velocity v. Fur-
thermore, we use γ⊥ = 20 and a fixed time step Monte-
Carlo algorithm with time step γ dt = 0.0025.

B. Machine Learning the Critical Density

Upon the system reaching its critical density, the total
density continues to decay as a result of a finite sepa-
ration of time-scales in the system (see Fig. 2a), which
makes the unambiguous determination of the true critical
point difficult. Therefore, we developed a machine learn-
ing algorithm which learns the critical density based on
the time dependent total density of the gas. For the case
of high gas temperatures, specifically an average thermal
velocity vth = 100 rfγ, the dynamics of the system are
accurately described by mean field equations [34]. For
the mean field limit the critical density nc is given by
eq. (2).
We then train the algorithm by passing it a sub-

sampled vector X, consisting of 100 density points from
n(t), which are equally spaced in time. The times are
spaced in the interval γt ∈ [0, 2000] and have a spacing
of γ δt = 20. All training trajectories use vth = 100rfγ,
i.e. are in the mean field limit, and are the average of
50 Monte-Carlo runs. As all training data is in the per-
colating limit, the system consists of roughly 104 atoms,
resulting in a fast convergence of Monte-Carlo simula-
tions.
In total, the algorithm is trained using 5866 trajecto-

ries, each with a unique combination of Ω and n0. The
algorithm outputs Y ∈ [0, 1] and predicts Ȳ ≡ nc(Ω)/n0

for nc < n0 and Ȳ ≡ 1 for nc ≥ n0, where we found a
modified Huber-Loss function [38] to give the most accu-
rate predictions. This is defined as

L∆(Y − Ȳ ) =

{
100× 1

2
|Y−Ȳ |2

Ȳ
, |Y − Ȳ | ≤ ∆

100×∆ |Y−Ȳ |
Ȳ

, |Y − Ȳ | > ∆
. (11)

Using ∆ = 1 yields an average percentage error of 4 %.
We then apply the algorithm to determine ncrit/n0 for
arbitrary vth.

C. Critical Density Scaling

It has been shown for this system that the critical gas
density nc separating the absorbing from the active phase
exhibits scale-invariant behavior with respect to the driv-
ing strength and the initial density of the SOC dynamics.

Applying the scaling ansatz nc = n0f(Ω
2n

1/α
0 ) and tun-

ing the exponent α until all curves collapse onto a single
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power-law, following [19], the critical exponent β of the
directed percolation universality class can be extracted.

In order to find the exponent α where all curves col-
lapse, we choose exponents in the interval α ∈ [0.5, 2.0].
For each exponent we fit the data using the heuristic fit
function defined in the main text and defining a loss func-
tion as the mean squared error between the data points
scaled with α and a fit using f(x) = xβ

c (x
µβ + xµβ

c )−1/µ

and determine the mean squared error between the data
points and f(x). For all percolating datasets, as well
as for the non-percolating high temperature dataset, we
find a convex loss function with a well defined minimum
where the data points collapse. Additionally, we find no
universal collapse of data for the low temperature, non-
percolating case (see Fig. 2).
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