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Rydberg atoms allow for the experimental study of open many-body systems and nonequilibrium
phenomena. High dephasing rates are a generic feature of these systems, and therefore they can
often be described by rate equations, i.e. in the classical limit. In this work, we analyze one potential
origin of the decoherence in Rydberg atoms: dipole-force induced dephasing. As the wave function
of the Rydberg (spin-up) state is repelled in the presence of another nearby Rydberg atom, while
the ground (spin-down) state diffuses in place, the Franck-Condon overlap between the two spin
components quickly decays causing a decoherence of the spin transition. With an analytic approach
we obtain a simple expression for the dephasing rate of the Rydberg state depending on atomic and
laser parameters, which agrees with numerical findings.

I. INTRODUCTION

Many-body systems of Rydberg atoms have proven to
be an incredibly useful and versatile platform to study
interacting spin systems, both in the quantum and clas-
sical regime, due to their strong interactions and long
lifetimes [1]. Through recent advances in experimental
control of neutral atoms, e.g. with tweezer arrays [2-4],
Rydberg systems offer a powerful approach to investigate
many-body lattice models [5, 6]. This includes simula-
tions of the quantum spin Ising model [7-11], topological
transport properties [12, 13|, and nonequilibrium phase
transitions [14-17] to name a few.

Laser driven Rydberg gases often feature strong de-
phasing. While this is a well known feature of these
systems [18-20], a comprehensive understanding along
with a quantitative description is largely missing. In the
present paper, we identify one mechanism responsible for
such a dephasing, which is of particular relevance for Ry-
dberg facilitation. When regarded in the anti-blockade
(facilitation) regime, excitations of Rydberg atoms can
only occur in the presence of an already excited Rydberg
atom [21]. In tweezer arrays, this allows for the study
of many-body dynamics under localization [22] and ki-
netic constraints [23, 24]. When regarding the dynamics
in a gas, strong dephasing rates emerge. Consequently,
the dynamics become effectively classical and very large
systems can be described to great accuracy by diagonal
density matrix elements, leading to classical rate equa-
tions [25-28]. The incoherent regime is especially well
suited for the study of open systems and nonequilibrium
phase transitions [14, 17, 29]. In particular, in this regime
experiments can be compared to large-scale numerical
simulations.

In studies of lattice spin models with Rydberg atoms,
ground-state atoms are initially trapped in an optical
lattice or in tweezer potentials, which are subsequently
switched off during the interaction. Therefore, we con-
sider the case of an initially localized ground state atom
here. In the regime of Rydberg facilitation differential
dipole forces acting on the excited and ground states

cause a rapid dephasing of the transition, which we will
analyze in the following.
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FIG. 1: (a) Internal atomic structure of an atom in an ex-
ternal Rydberg potential Vrg. The initially spatially lo-
calized ground state |G) is laser-coupled with a high-lying
Rydberg state |R) with Rabi frequency Q and detuning
from resonance A. The Rydberg potential repels the ex-
cited part of the atom. (b) Spatially and temporally re-
solved dynamics of the ground (blue) and Rydberg state
(red) wave packets for A/Q =30 and £/Q = 0.01-1073.

In the facilitation regime, the laser coupling between
the internal ground |G) and Rydberg |R) states of the
atom, with Rabi frequency 2, is off-resonant, with de-
tuning from resonance A 3> Q (cf. Fig. 1a). In the ab-
sence of further couplings, the large detuning strongly
suppresses the excitation of the Rydberg state. However,
in the presence of another Rydberg atom, the energy of
the excited state is shifted and becomes resonant at the
interatomic distance xzf, i.e. Vrr(xf) — A =0. As a re-
sult of the repulsive van-der-Waals potential, a strong
dipole force acts on the excited state. Consequently,
there is a fast decay of the Franck-Condon overlap be-
tween the ground and Rydberg state wavefunctions of
the atom (cf. Fig. 1b). As we quantitatively analyze in
the following, this leads to an effective dephasing of the
internal-state dynamics. The motion-induced dephasing
will in general not follow a simple exponential law and
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the dephasing rate will be time dependent. However, for
the excitation dynamics only short times after excitation
are relevant and we will focus on this regime.

II. SYSTEM

To investigate the short-time dephasing dynamics, we
consider a two-level atom coupled by a laser between its
ground and a high-lying Rydberg state. The coupling
laser has the Rabi frequency ) and detuning from reso-
nance A. Additionally, we consider the atom to be in the
dipolar potential of an external Rydberg atom, located
at position x = 0. This dipolar potential typically takes
the form Vrg = ﬁ, where v is an integer and ¢, is the

potential coefficient [1]. If both atoms are coupled to the
same Rydberg state, e.g. |nS), then the interaction po-
tential is of a van-der-Waals (vdW) type [6] and v = 6. In
order to account for the interplay between dipole forces
acting on the spatial degree of freedom of the atom in the
Rydberg state, we treat the atom in second quantization
with two Schrodinger fields W (x) and () describing
the ground and Rydberg states, respectively. Since the
vdW potential only depends on the euclidean distance
between the atoms, we can restrict the problem to one
spatial dimension, i.e. the radial distance x. For the rel-
evant time scales, diffusion in the orthogonal directions
is negligible.

The total potential U, (x) acting on the Rydberg state
is the sum of the dipole potential Vggr and the detuning
A, ie.

U,(r) = =2 —A. (1)

At the facilitation distance x¢ = (/% the interaction po-
tential cancels the detuning and a resonant excitation
of the state |R) becomes possible, i.e. U,(x¢) =0 (cf.
Fig. 1a).

In the following, we consider an initial state |¢o) of
the atom as a wave packet in the ground state with
width ¢ and initial position at the facilitation distance,
ie. z(t =0) = xs.

Ug(x,t = 0) = (0|Wg(x)[1ho) = 0. (2a)

Ue(z,t =0) = (0|Wq(z)tho) = 12 . o St (2b)
(mo?)x

Under the time-dependent Schrodinger equation, the
equations of motion for the ground and Rydberg state
wave packets are given as

where we set h = 1.

III. ANALYTICAL APPROACH

In the following, we derive an analytic expression for
the short-time evolution of the coherence prg(t) from
which we extract a dephasing rate v, . To this extent, we
linearize the potential U, (z) at the facilitation distance
x¢ and define y = (x — x¢) /x¢. Applying this to the time-
dependent Schrédinger equation (3), we obtain

. v —f@g—VAy Q v
o) = (" ) () @

where we defined £ = 1/2ma?. This allows us to treat
the system in a perturbative approach with the linearized
potential —vAy as the perturbation under the assump-
tions 0 < x¢ and |y| < |% . The latter constraint also
restricts this approach to be valid only for short times as
a result of diffusion and dipolar repulsion. In addition,
this implies an upper limit to the ratio A/Q.

The unperturbed system, i.e. —vAy = 0, can be solved
exactly in k-space. It obeys Rabi-oscillations between
the ground and Rydberg states, as expected, with the
solution given by
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where \T/g)/)c(k,t) correspond to the unperturbed solu-

tions. In first order perturbation theory, the time-
dependent Schrodinger equation in k-space reads
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We can solve eq. (6) exactly using variation of constants
and receive

(6)
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(Iv/g)(k;,t) = Uq (k,0) e ek [cos Qt — Lok
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Inserting the inverse Fourier transform Wy, q(y,t) =
dk \T/R/G(k, t)e’*¥, the coherence then reads

o=/
pra(t) = a¢ / Ak T ()T (, 1), (8)

This finally yields an analytical expression for the coher-



ence pre(t) and up to first order in ¢ it is
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From eq. (9a), we recognize that
Rel[pra](tn) = —%(% — Ot,,), where Qt,, = T +nm

and n being an integer. Here, the real part of prg only
yields a negligible contribution compared to the imag-
inary part at short times ¢, (cf. Fig. 3). This allows
us to approximate |prc|(tn)~ Im[prc]|(t,), since
Re[pra)? < Im[prg]?. Consequently, we extract the de-
phasing rate simply from the imaginary part. Evaluating
eq. (9b) at the times t,, yields

1
Ipral(t) = 5 (1= 7uta) +OB)  (10)
with the dephasing rate
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Eq. (11) is the main result of our work. For Rydberg
facilitation |A| > €, so the first term is large. Note, how-
ever, that we assumed o < x¢, and thus the second factor
compensates the first. The impact of the atom mass is de-
scribed by ¢ as its reciprocal value, i.e. zf£% = 1/(2m)2.
When m — oo the second term in the bracket vanishes.
Note, however, that for a given trapping (tweezer) po-
tential also 0 — 0 as m — oo.

(11)

IV. NUMERICAL BENCHMARK

In order to benchmark our analytic results on the ef-
fect of the differential dipole forces on the coherences
between the internal states of the atom, we performed
numerical simulations. To this extent, we solve eq. (3)
numerically for a time interval [0, ¢], discretize time in
steps dt, and use a split-step Fourier algorithm [30] to
compute the unitary time evolution. The time evolution
operator e~ 1% for the time step 6t is split according
to a second-order Trotter-Suzuki decomposition [31] as

s v Ak 29, S St
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Here, T corresponds to the kinetic and V to the poten-
tial components of the coupled partial differential equa-
tions (PDEs). In the simulation, the kinetic time evolu-
tions are calculated in k-space by using a Fast-Fourier-
Transformation (FFT) of the wave function. The po-
tential term is evaluated in real space, following another

3

FFT. However, since V is not diagonal, we express the

time evolution operator e ~*V% in terms of Pauli matrices

using €**"? = 1cosa +in - &'sin a, for a real valued a
and with || = 1. Applying this onto the time evolution
iVt

operator of the potential term, i.e. e~ , we receive the

real space evolution in a time step as

UR(t+ 6t) = e (cos(wét) - isin(wét)U;f)) Ur(t)

—ie” " sin(wdt) LW (1) (13a)

U,(x)
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with ¢ = U"T(w)ét and w = /1U2(z) + Q2.
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FIG. 2: Absolute value of pra (grey) over time from
numerical simulations. The maxima (black circles) are
fitted with an exponential decay function (red), yield-
ing the dephasing rate. Here, the parameters are (a)
A/Q = 2857, £/Q = 0.07-1072 (b) A/Q = 1.32,
£/Q=1.25-10"3and (c) A/Q = 2.14, £/Q = 0.03-1073.
In (c) the decay does not perfectly follow an exponential
form, consequently values of v, extracted from such fits
are marked as hollow points in later plots when compared
to analytic predictions (cf. Fig. 4).



The algorithm generates the wavefunctions Ug(z,t)
and Wq(z,t), where we discretize space in the interval
x/x¢ € [0.1,10.5] using N = 217 ~ 10° grid points. Fi-
nally, we calculate the coherence with

pra(t) = /dw Ui (z, t)¥a(z,t). (14)

We find the absolute value of the coherence |prg| to
oscillate and decay in amplitude over time, before reach-
ing a steady state. In particular, during this time, we
find the maxima of |prg| to decay exponentially to a
reasonable degree of accuracy. We fit this decay with an
exponential function of the form e~7+?, where v, is then
identified as the dephasing rate.

For typical facilitation parameters, i.e. where
A/Q > 1, we find this decay to be on the order of, or
faster than Rabi oscillations, making a rigorous fitting
of the maxima difficult (cf. Fig. 2a). For this reason,
we investigate the regime where A/Q 2> 1. Finally, for
all simulations we use o /xf = 0.05, which corresponds to
typical experimental ratios between tweezer trap spacings
and trap widths. In Fig. 2b-c we give two examples of
such a simulation, showing Rabi-oscillations damped by
an effective dephasing. Note that spontaneous emission
was assumed to be negligible on the time scales shown.
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FIG. 3: Time resolved imaginary value (orange), and
real value (blue) of the coherence prg from numerics
(solid) and from analytics in first order perturbation
theory (cf. eq. (9)) (dashed), using A/Q = 1.32 and
£/Q=125-1073.

In Fig. 3 we compare the analytic short-time approxi-
mations to the full numerics. We recognize good agree-
ment between analytics and numerics and see that at the
peak values of Im[prc](¢) the real part Re[prg](t) is in-
deed small.

We now compare the analytic predictions for the short-
time dephasing rate, eq. (11), with numerical simulations.
This is shown in Fig. 4, where we plotted v, /2 as func-
tion of A/Q for different £/Q2. One recognizes very good
agreement.

A/Q

FIG. 4: Dephasing rate from exponential fit of numeric
simulations. Hollow dots correspond to simulations were
pra(t) does not perfectly follow an exponential function
in time (cf. Fig. 2¢). The lines correspond to eq. (11).

V. SUMMARY

In the present paper we discussed the effects of the
dipole force acting on the Rydberg-state wavefunction on
the dynamics of a single atom, laser coupled between an
initially spatially localized ground state and a high-lying
Rydberg state under conditions of Rydberg facilitation,
i.e. in the presence of an already excited Rydberg atom
at the facilitation distance. In the dipole potential of an
already excited Rydberg atom, the atom under consid-
eration experiences a decay of coherences due to dipole
forces acting solely on the Rydberg state.

We model this in second quantization, by explicitly
taking into account the motional degrees of freedom of
the atomic ground and Rydberg states, coupled by a
laser. Initially, the atom is assumed in the ground state
with a well-localized spatial wavefunction, typical for lat-
tice experiments with Rydberg atoms. As a result of
dipole forces, the Rydberg state wave function is repelled
from the external Rydberg atom, and the overlap be-
tween ground and Rydberg state wavefunctions decays.
Using a perturbative solution of the coupled equations,
we derived an analytic expression for the (short time)
dephasing rate -y, , which we have benchmarked with nu-
merical simulations for values of A/Q up to ~ O(1).
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