
Many-body phases of open Rydberg systems
and signatures of topology in quantum gases

Dissertation

Michael Höning
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Abstract

For a long time quantum optics and condensed matter physics appeared to exist at different

ends of the spectrum of physics. Whereas the first deals with single quanta of light and matter

and attempts to control every microscopic degree of freedom with meticulous precision, the

second is all about complex many body systems and abstract concepts for their description

and classification. At the intersection of control and complexity, experiments with ensembles

of ultra cold atoms have emerged in the last 20 years, beginning with the realization of the first

Bose-Einstein condensate of atoms in 1995 [1]. The Mott insulator to superfluid transition

observed in 2002 [2] was the proof of principle that strongly correlated phases of matter can

be realized and studied with the tools of quantum optics [3].

Major additions were made to the toolbox of cold atom experiments in recent years and

enable experiments beyond the study of conventional order. This work rests on improvements

like novel detection techniques at sub micron resolution [4, 5], the implementation of artificial

gauge fields [6] and the introduction of long range interactions [7], in combination with a high

degree of control and flexibility. In this thesis I study phases of matter beyond conventional

order; I propose experiments that probe and characterize topological order and explore the

emergence of order in non equilibrium ensembles of strongly interacting atoms excited to

Rydberg states.

Topological order is at the heart of materials relevant for modern technology and schemes

based on topological excitations are among the most promising candidates for the realization

of a robust quantum computer [8]. The discovery of the quantum Hall effect revealed that

the classification of phases by symmetry breaking and local order parameters is not suffi-

cient and has to be complemented by the notion of topological order. The natural domain of

topology is within condensed matter and new material classes such as Chern insulators have

been developed based on the deeper understanding of topological order. Progress in experi-

ments with cold atoms makes them promising candidates to study topological systems in a

more controllable way. I here address two questions: First of all, how to prepare and detect

symmetry protected topological order in cold atom experiments and second, how to classify

topology in strongly interacting systems. One of the simplest models with a topological band

structure is the Su Schrieffer Heeger (SSH) model for non interacting fermions. In Chapter 2

I show for the bosonic analogue that edge states emerge as a signature of topology, but that

the bulk boundary correspondence for free fermion systems must be revised. The addition

of long range interaction to the SSH model gives rise to fractional Chern numbers and frac-

tional quasiparticle excitations. The classification scheme introduced in Chapter 3 requires a

combination of symmetry breaking and topological order. Motivated by recent experimental

progress towards the observation of the Hofstadter butterfly for non interaction particles [9],

I propose a closely related experiment in Chapter 4 towards the realization of a fractional

Chern insulator in the thin-torus limit.

Experiments with ultra cold atoms can go beyond equilibrium due to a very controlled

environment. It has been proposed to engineer the interaction with reservoirs and thereby

introduce dissipation, which drives the system towards strongly correlated states in non equi-

librium [10]. The classification of these non equilibrium stationary states is the subject of

ongoing research. For one dimensional systems of non interacting fermions I demonstrate the

classification of critical transitions towards long range ordered states for a specific type of

reservoir coupling in Chapter 5.

Since the advent of atomic physics, highly excited states of atoms, so called Rydberg states,

have been of interest for their extraordinary properties. They feature near macroscopic sizes,
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are very susceptible to external fields and have long spontaneous emission times. Rydberg

states are one of the most promising candidates towards the addition of long range interaction

to the toolbox of ultra cold atom experiments. Two approaches can be distinguished regarding

the application of this tool. The conventional ansatz is to prepare exotic phases such as

supersolids or models with emergent gauge fields at low temperature in equilibrium [11, 12].

I follow a second avenue and show that order can emerge in non equilibrium as a consequence

of the competition between interaction and dissipation.

The strong interaction of two Rydberg atoms suppresses the excitation of atoms in close

distance, an effect known as Rydberg blockade. I address the question, whether this short

range blockade can give rise to a long range crystalline order of excited atoms in the stationary

state of a driven system. In Chapter 6, I develop an analytic model, which shows the absence

of such order in one dimensional lattice system, but make positive predictions for higher

dimensions. I demonstrate in Chapter 7 that by using sophisticated driving schemes, a long

range ordered state of Rydberg excited atoms can indeed be prepared in two dimensional

systems. The associated non-equilibrium phase transition, displays a critical slow down of

relaxation and shows the signatures of a classical Ising phase transition. In Chapter 8, I

generalize the model towards continuum systems and show that the spatial correlations in a

gas of van der Waals interacting atoms can be understood in terms of a much simpler hard

rod potential.

The progress in the field of cold atoms is a collaborative endeavor of experiment and theory.

The experimental group of Herwig Ott demonstrated the preparation and excitation of a

mesoscopic superatom based on Rydberg blockade [13] and I supported them with theoretical

analysis and contributed to the deeper understanding of the experiment. Good agreement

between theoretical simulations and experimental measurements was reached and a variety of

effects from blockade to antiblockade were observed and are discussed in Chapter 9.

Antiblockade naturally arises for off resonant excitation of Rydberg states. An excited

atom can facilitate the excitation of other atoms by shifting them into resonance with its

interaction and thus potentially gives rise to an avalanche effect. Experimental results [14]

seem to suggest the emergence of bistable behavior in driven Rydberg gases, which has not

been seen in numerical studies so far. In Chapter 10, I present results on a mean field

approach for off resonantly driven systems and show that very good agreement can be achieved

regarding the density of excitations and their fluctuations in comparison with exact numeric

calculations. In accordance with other theoretical results [15], I find no evidence for bistability

in the stationary state of a continuum gas.

The dissipative transverse Ising model is an extreme example for antiblockade in a one

dimensional lattice system. I here show that numerical methods based on matrix product

states enable to simulate the dynamics towards the stationary state under the influence of

dissipation, whereas they fail in the purely unitary case. Using this tool I go beyond previous

studies and discuss the emergence of long range correlations and bistability in Chapter 11.

The long range interaction of Rydberg excited atoms bears great potential beyond the

study of non equilibrium many body physics. One example I touch in Chapter 12 is the com-

bination with coherent control of light propagation. This promises the realization of strongly

interacting photons on a few particle level with important applications for quantum informa-

tion technology. In [16] the creation of a Wigner crystal of photons with interaction mediated

by Rydberg excited atoms was proposed. I here show the feasibility of this approach, by ex-

act numerical solution for the case of two excitations. My analysis goes beyond perturbative

effects of the interaction and I explain how the strong forces between excited atoms, give rise

to resonances at short distances.
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Kurzfassung

Quantenoptik und Festkörperphysik wurden für lange Zeit als Disziplinen betrachtet die an

verschiedenen Enden des Spektrums der Physik liegen. Während die erste Disziplin sich mit

der präzisen Kontrolle der mikroskopischen Freiheitsgrade einzelner Photonen und Atome

beschäftigte, entwickelte die zweite abstrakte Konzepte für die Beschreibung und Klassifizie-

rung von komplexen Vielteilchensystemen. Erst in den letzten 20 Jahren haben sich an der

Schnittstelle von Kontrolle und Komplexität, durch Experimente mit ultra kalten Quantenga-

sen interessante Synergien eröffnet, begonnen mit der Realisierung des ersten Bose-Einstein-

Kondensats von Atomen im Jahr 1995 [1]. Die Beobachtung des Phasenübergangs vom Mott-

Isolator zum Superfluid [2] demonstrierte, dass stark korrelierte Phasen der Materie mit den

Werkzeugen der Quantenoptik untersucht werden können [3].

In den vergangenen Jahren wurden die Möglichkeiten von Experimenten mit kalten Ato-

men maßgeblich erweitert, was die Untersuchung von stark wechselwirkenden Systemen über

gewöhnliche Gleichgewichtsordnung hinaus ermöglicht. Diese Arbeit beruht auf neuen Detekti-

onsmethoden mit Auflösungen unter einem Mikrometer [4, 5], der Realisierung von künstlichen

Eichfeldern [6] und der Verfügbarkeit von langreichweitiger Wechselwirkung [7], kombiniert

mit dem hohen Maß an Kontrolle und Flexibilität, das die Quantenoptik auszeichnet. In die-

ser Arbeit untersuche ich Phasen der Materie, die über gewöhnliche Ordnung hinausgehen;

ich schlage Experimente vor, die topologische Ordnung detektieren und charakterisieren, und

untersuche das Auftreten von Ordnung in atomaren Gasen stark wechselwirkender Rydberg

Atome außerhalb des Gleichgewichts.

Topologische Ordnung ist die Grundlage für neue Materialien und moderne Technologi-

en. Auf topologischen Anregungen basierende Algorithmen, zählen zu den vielversprechend-

sten Kandidaten für die Realisierung eines fehlertoleranten Quantencomputers [8]. Die Ent-

deckung des Quanten-Hall-Effekts zeigte, dass die Klassifizierung von Phasen durch Symme-

triebrechungen und lokale Ordnungsparameter, um den Begriff der topologischen Ordnung

erweitert werden muss. Die Motivation für die Untersuchung von topologischer Ordnung geht

von Festkörpersystemen aus und ein tieferes Verständnis hat bereits zur Entwicklung neuer

Material Klassen wie dem Chern-Isolator geführt. Der Fortschritt von Experimenten mit kal-

ten Atomen macht diese zu vielversprechenden Kandidaten für die kohärente Kontrolle von

Systemen mit topologischer Ordnung. Ich fokussiere mich in dieser Arbeit auf zwei Frage-

stellungen: Wie kann Symmetrie-geschützte topologische Ordnung in kalten Gasen erzeugt

und beobachtet werden und im Weiteren, wie können stark wechselwirkende Systeme klassi-

fiziert werden? Eines der einfachsten Modelle mit einer topologischen Bandstruktur ist das

Su-Schriefer-Heeger (SSH) Modell für nicht wechselwirkende Fermionen. In Kapitel 2 zeige

ich für das analoge bosonische Modell, dass Randzustände als Signatur für topologische Ord-

nung dienen können, aber dass die bulk-boundary Korrespondenz, bekannt von Systemen freier

Fermionen, neu formuliert werden muss. Unter Hinzunahme von langreichweitiger Wechselwir-

kung im SSH-Modell, ergeben sich neue inkompressible Phasen mit fraktionaler Chern-Zahl

und fraktionalen Quasiteilchen Anregungen. Die Klassifizierung der verschiedenen Phasen die-

ses Systems in Kapitel 3 erfordert sowohl das Konzept der Symmetriebrechung als auch das

der topologischen Ordnung. Angeregt durch experimentelle Fortschritte im Hinblick auf die

Messung des Hofstadter-butterfly für nicht wechselwirkende Teilchen [9], schlage ich in Kapitel

4 ein Experiment zur Realisierung eines fraktionalen Chern-Isolators im thin-torus Limit vor.

Experimente mit kalten Atomen ermöglichen eine nahezu perfekte Kontrolle der Wech-

selwirkung mit der Umgebung und somit die Untersuchung von Systemen außerhalb des

Gleichgewichts. In [17] wurde vorgeschlagen die Wechselwirkung mit Reservoiren so zu gestal-
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ten, dass die kontrollierte Dissipation einen stark korrelierten Zustand außerhalb des Gleich-

gewichts präpariert. Eine vollständige Klassifizierung solcher Nicht-Gleichgewichts Zustände

steht noch aus. Für eindimensionale Systeme nicht wechselwirkender Fermionen mit speziel-

ler Form der Reservoir-Kopplung, zeige ich in Kapitel 5 eine Klassifizierung von kritischen

Übergängen zu langreichweitiger Ordnung auf.

Seit den Anfangstagen der Atomphysik sind hoch angeregte Zustände, so genannte Ryd-

berg Zustände, auf Grund ihrer außergewöhnlichen Eigenschaften von besonderem Interesse.

Rydberg angeregte Atome haben eine nahezu makroskopische Ausdehnung, lange spontane

Zerfallszeiten und sind zudem sehr empfindlich für externe Felder. Diese Eigenschaften machen

sie zu den erfolgsversprechendsten Kandidaten um Experimente mit kalten Atomen um lang-

reichweitige Wechselwirkung zu erweitern. Zwei Ansätze können bezüglich der Verwendung

dieses Werkzeuges unterschieden werden. Der konventionelle Ansatz ist dabei die Präparation

von exotischen Zuständen, wie supersolids oder Quanten-Spin-Eis, als Gleichg̃ewichtszustand

niedriger Temperatur [11, 12]. Ich verfolge in dieser Arbeit einen zweiten Ansatz und zeige,

dass Ordnung im Nichtgleichgewicht aus dem Zusammenspiel von starker Wechselwirkung

und Dissipation entstehen kann.

Die starke Wechselwirkung zwischen zwei Rydberg angeregten Atomen unterdrückt die

Anregung von Atomen in nahem Abstand, ein Effekt bekannt als Rydberg-Blockade. Ich

untersuche die Frage, ob diese kurzreichweitige Blockade der Ausgangspunkt von langreich-

weitiger kristalliner Ordnung von angeregten Atomen sein kann. In Kapitel 6 entwickele ich

hierzu ein analytisch lösbares Modell, dass das Nichtvorhandensein einer solchen Ordnung in

eindimensionalen System aufzeigt, aber auch das Auftreten geordneter Phasen in höheren Di-

mensionen vorhersagt. Ich zeige in Kapitel 7, dass durchdachte Anregungsprozesse nötig sind,

um den geordneten Zustand in zwei dimensionalen Gittersystemen zu erzeugen. Der Übergang

zur geordneten Phase weist neben einem kritischen slow down der Relaxation, die typischen

Signaturen der Ising-Universitalitäts Klasse auf. In Kapitel 8 verallgemeinere ich das Modell

auf Systeme ohne Gitterstruktur und zeige das räumliche Korrelationen in einem Gas von

van der Waals wechselwirkenden Atomen durch ein einfaches harte Kugel Modell beschrieben

werden können.

Der Fortschritt auf dem Feld der kalten Atome ist Resultat einer gemeinschaftlichen

Anstrengung von Theorie und Experiment. Die Gruppe von Herwig Ott demonstriere die

Präparation und Anregung eines mesoskopischen Superatoms basierend auf Rydberg Blocka-

de [13] und ich habe diese Arbeiten mit theoretischen Analysen unterstützt und zum tieferen

Verständnis des Experiments beigetragen. Zwischen theoretischen Simulationen und expe-

rimentellen Ergebnissen wurde eine gute Übereinstimmung gefunden und eine Vielzahl an

Effekten, von Blockade bis Antiblockade wurde beobachtet, und wird in Kapitel 9 diskutiert.

Antiblockade tritt für nicht resonante Anregung von Rydberg-Zuständen auf. Ein angereg-

tes Atom beschleunigt die Anregung anderer Atome, indem es durch seiner Wechselwirkung

die Verstimmung des Anregungslasers kompensiert und ist damit ein potentieller Ausgangs-

punkt einer Lawine von Anregungen. Experimentelle Resultate [18] legen das Auftreten von

bistabilem Verhalten in nicht resonant getriebenen Rydberg-Gasen nahe, ein Effekt der aber

bisher nicht in numerischen Simulationen bestätigt werden konnte. In Kapitel 10 präsentiere

ich Ergebnisse eines mean field Ansatzes für die Dynamik der Anregungsdichte in nicht re-

sonant getriebenen Gasen, der im Vergleich mit exakten numerischen Resultaten sehr gute

Übereinstimmungen zeigt. Im Einklang mit anderen theoretischen Resultaten [15], finde ich

keine Evidenz für Bistabilität im stationären Zustand des Kontinuumgases.

Das dissipative Ising-Modell mit transversalem Feld ist ein extremes Beispiel für Anti-

blockade in eindimensionalen Gittermodellen. Ich zeige, dass numerische Methoden auf der
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Basis von Matrix-Produkt-Zuständen geeignet sind, um die Dynamik hin zum stationären Zu-

stand unter dem Einfluss von Dissipation zu beschreiben, wohingegen die rein unitäre Dynamik

nicht beschrieben werden kann. Dieses Werkzeug ermöglicht mir über frühere Diskussionen

hinaus zu gehen und das Auftreten von langreichweitigen Korrelationen und Bistabilität im

stationären Zustand dieses Gittermodells in Kapitel 11 zu untersuchen.

Über die Nichtgleichgewichts-Vielteilchenphysik hinaus haben die langreichweitigen Wech-

selwirkungen von Rydberg angeregten Atomen ein großes Anwendungspotential. In Kapitel 12

gebe ich einen kurzen Einblick in die Propagation von Photonen in kohärenten EIT Medien

unter Hinzunahme von atomarer Wechselwirkung. Diese Kombination verspricht die Reali-

sierung von stark wechselwirkenden Photonen auf dem Niveau weniger Photonen, eine Ei-

genschaft, die wichtige Anwendungen auf dem Gebiet der Quanten-Informations-Technologie

ermöglicht. In [16] wurde die Präparation eines Wigner-Kristalls von Photonen vorgeschlagen

und ich diskutiere anhand von numerisch exakten Rechnungen für den Fall von zwei Anregun-

gen, die Machbarkeit dieses Ansatzes. Meine Diskussion geht über das perturbative Modell

in [16] hinaus und ich erkläre das Auftreten von Resonanzen für kurze Abstände, die ihren

Ursprung in den starken Kräften zwischen angeregten Atomen haben.
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1.1. THE COLD ATOM TOOLBOX 3

1.1 The Cold Atom Toolbox

In 1952 one of the pioneers of quantum mechanics, Erwin Schroedinger wrote, that ”We never

experiment with just one electron or atom or (small) molecule. In thought-experiments we

sometimes assume that we do; this invariably entails ridiculous consequences” [19]. The rapid

development of technology since then has proven him wrong. In this section we want to

introduce the relevant models and techniques for experiments with ultra cold atoms and we

will continue in Section 1.3 with an introduction to controlled long range interaction between

single atoms using Rydberg states.

In 1995 the first Bose-Einstein condensates of weakly interacting neutral atoms were ob-

served for different atomic isotopes and in different groups [20, 21, 1], based on techniques

and theoretical foundations laid by research in the field of quantum optics. Results from

fluorescence imaging of the first BEC in the group of Cornell are displayed in Fig. 1.1(a).

Advances in trapping and cooling of atoms, by the development of new techniques such as

optical Doppler cooling and evaporative cooling, paved the way towards temperatures in the

nK regime for dilute atomic vapors. Since then, not only has preparation of condensates

become a standard procedure, a manifold of tools has been established to control and observe

ultra cold atoms [3].

At sufficiently low temperatures the collisional properties of a spin polarized, neutral gas

of bosonic atoms are dominated by s-wave scattering, whereas higher angular momentum

scattering channels are energetically suppressed. Under the influence of an external poten-

tial Vext(r) and with contact interaction g3D between atoms, the system is described by the

Hamiltonian

Ĥ =

∫
dr
{

Ψ̂†(r)

[
− 1

2m
(∂2
x + ∂2

y + ∂2
z ) + Vext(r)

]
Ψ̂(r)

+
g3D

2
Ψ̂†(r)Ψ̂†(r)Ψ̂(r)Ψ̂(r)

}
, (1.1)

where m is the atomic mass and Ψ̂†(r) creates a boson at position r. The operators Ψ̂†(r)

and Ψ̂(r) fulfill the usual commutation relations[
Ψ̂†(r), Ψ̂(r′)

]
= δ(r− r′),

[
Ψ̂†(r), Ψ̂†(r′)

]
=
[
Ψ̂(r), Ψ̂(r′)

]
= 0. (1.2)

To simplify notation we use (~ = 1) throughout this thesis unless noted differently.

1.1.1 Optical lattices and Mott insulators

The physics described by the Hamiltonian (1.1) goes much beyond BECs and we will here

discuss the implementation of optical lattices and control over short range interaction, towards

the realization of the superfluid to Mott insulator transition [2].

Optical standing waves enable the creation of periodic lattice potentials for atoms via

the AC Stark shift in near resonant electric fields. The interference pattern of two counter

propagating laser beams of wavelength λ, yields an intensity pattern of period λ/2, where

intensity maxima either attract or repel atoms depending on the detuning.

The natural basis for the description of non interacting particles in these periodic potentials

is the Bloch basis, with the Bloch wave functions uνk(r) in the ν-th band. An important energy

scale is given by the recoil energy

Er =
(2π)2

2mλ2
. (1.3)
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Figure 1.1: (a) Experimental signature of Bose Einstein condensation (taken from [20]) (b)
Time of flight interference pattern of a Mott insulator (left) and a superfluid (left). (taken
from [22]) (c) Cyclotron orbit of single neutral atoms in an artificial magnetic field on a lattice
(taken from [23]).

At temperatures below the recoil energy, kBT < Er and for sufficiently small interactions,

all but the lowest Bloch band can be neglected. For deep optical lattices we introduce the

Wannier basis of states localized in the wells of the external potential. The Wannier functions

are constructed from the Bloch functions by

w(r− n) =
1

2π

∫
dk exp(ikn) uk(r), (1.4)

with lattice vectors n. The last step towards the Bose-Hubbard (BH) model is the introduction

of bosonic operators that create localized particles at the individual lattice sites

b̂†n =

∫
dr w(r− n)Ψ̂†(r), (1.5)

which fulfill bosonic commutation relations [b̂n, b̂
†
m] = δn,m and [b̂†n, b̂

†
m] = [b̂n, b̂m] = 0.

Rewriting the Hamiltonian (1.1) in terms of the newly defined bosonic operators, yields

the by now famous Bose Hubbard (BH) Hamiltonian [24]

ĤBH =
∑
n,m

[
−Jn,m b̂†nb̂m + Un,m b̂†nb̂

†
mb̂mb̂n

]
, (1.6)

which predates its modern realization in ultra cold atom experiments by four decades [24].

Note, that we neglected interaction terms that couple more than two lattice sites already in

the last step. The tunneling matrix elements Jn,m and the interaction Un,m are calculated

via the Wannier functions

Jn,m =

∫
dr w∗(r− n)

[
− 1

2m
(∂2
x + ∂2

y + ∂2
z ) + Vex(r)

]
w(r−m), (1.7)

Un,m = g3D

∫
dr w∗(r− n)w∗(r−m)w(r−m)w(r− n). (1.8)

For sufficiently deep, sinusoidal optical lattices, an approximate expression for the tunneling
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between adjacent lattice sites can be derived using Mathieu functions [25]

J/ER ≈ 1.4Ṽ0e
−2.1Ṽ0 , (1.9)

where V0 is the height of the lattice barrier between two potential wells and Ṽ0 = V0/ER. The

strength of the interaction U can be modified, for example by the use of Feshbach resonances,

that modify the s-wave scattering length a3D and thereby g3D = 4πa3D [26].

For deep optical lattices, only local interaction terms and hopping to adjacent sites need

to be taken into account

ĤBH = −J
∑
〈n,m〉

[
b̂†nb̂m + h.c.

]
+ U

∑
n

n̂n(n̂n − 1). (1.10)

At large interaction U/J � 1 the ground state of the BH model is given by Mott insulator

states with integer filling, where the number of particles per site is determined by the chemical

potential µ [27]. When increasing the tunneling J the system undergoes a phase transition

towards a superfluid phase, where the U(1) symmetry of the Hamiltonian

b̂†n → b̂†ne
iφ (1.11)

is spontaneously broken. In 1998 Jaksch et al. proposed the realization of the BHM with

cold atoms in optical lattices [27] and in 2002, Greiner et al. used time of flight imaging,

to experimentally demonstrate the superfluid to Mott insulator transition [2]. In Fig. 1.1(b)

the emergence of interference peaks in time of flight measurements for the superfluid phase is

displayed.

1.1.2 Single site resolution, exotic lattices and artificial gauge fields

The field of ultra cold atom experiments has rapidly developed over the last decade and we

here only give reference to the three most important developments regarding the remainder

of this thesis.

First of all, detection techniques have been improved far beyond the capabilities of time

of flight spectroscopy, that was well suited for the detection of the U(1) symmetry breaking

of the Mott insulator to superfluid transition. Length scales in optical lattices are fixed by

the wavelength of the lasers used for trapping and typical lattice constants are on the order

of a = 0.5 µm. This renders single site resolution by optical techniques challenging, but both

Sherson et al. and Bakr et al. developed single site detection and manipulation techniques

[4, 5, 28, 29], employing high aperture lenses. An alternative approach using high resolution

electron microscopy was successfully demonstrated by Gericke et al. [30, 31].

A strength of experiments with cold atoms is the flexibility that can be achieved by only

controlling the external potential Vext(r, t) in both space and time. Foremost the dimension-

ality of experiments can be reduced to one or two dimensions and the basic lattice structure

can be changed from simple cubic lattices to more complicated triangular, hexagonal, Kagome

or other lattices [32]. Advances in spatial light modulation promise an almost restriction free

control over future optical lattices [33].

The third important development is the introduction of artificial gauge fields into the

toolbox for neutral cold atoms. Initial experiments exploited the similarity of Coriolis force

and Lorentz force in a magnetic field, to study the appearance of vortices in rotating systems

[34]. However, limitations towards the rotation frequency restrict such approaches to weak

magnetic fields. A wide variety of techniques has been proposed to implement artificial Abelian



6

and non-Abelian gauge fields using the laser dressing of atoms [35, 36, 6].

In the absence of a scalar potential Φ(r, t), electric and magnetic fields are derived from

the vector potential A(r, t)

E(r, t) = −∂tA(r, t), (1.12)

B(r, t) = ∇×A(r, t). (1.13)

The motion of a particle with charge q is then described by a modification of the kinetic

energy in Eq. (1.1)
p2

2m
→ [p− qA(r, t)]2

2m
. (1.14)

This change in the original Hamiltonian can be translated into changes of the hopping matrix

elements of the derived Bose Hubbard Hamiltonian and one finds that the introduction of

Peierls phases for the tunneling matrix elements is required [37]

Jn,m = |Jn,m|eiθm,n . (1.15)

Whereas the individual phases θm,n depend on the choice of gauge, the sum of phases along

a closed path P of the lattice is gauge invariant and given by∑
P
θm,n = q

∮
dr A(r) = q

∫
A
dn B(r), (1.16)

where A is the area enclosed by the path P. Therefore the sum of Peierls phases is identical

to the flux of the magnetic field through the area enclosed by the path and must be gauge

invariant.

Whereas the introduction of charge into cold atom experiments is infeasible, the artificial

generation of Peierls phases by engineering of tunneling processes is possible. This idea

was put forward by Jaksch and Zoller employing laser assisted tunneling [38]. Kolovsky

proposed an alternative approach using shaking assisted tunneling, where time dependent

lattice modulations restore tunneling, which at first was suppressed by static, staggered optical

lattices [39]. The approach has been further developed to generate non Abelian gauge fields

by Hauke et al. [40].

Observation of the superfluid to Mott insulator was a first milestone for experiments with

cold atoms in optical lattices. The combination of ideas we here reviewed are employed

in recent experiments that realize the Hofstadter and Haldane Hamiltonians with cold atoms

[23, 41, 42]. The experimental observation of cyclotron orbits for cold neutral atoms in artificial

magnetic fields was recently reported in [23] (cf. Fig. 1.1(c)) and paves the way towards the

next landmark of cold atom physics. The observation of topological phases of matter such as

the quantum Hall effect, using strongly interacting particles in artificial magnetic fields.
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1.2 Topological Phases of Matter

Before the discovery of the integer quantum Hall effect [43, 44], it was believed that phases of

matter can be classified entirely by the concept of spontaneous symmetry breaking, which was

mathematically formulated in the Ginzburg-Landau theory. The Mott insulator to superfluid

transition of the BH model is an example of such a phase transition, where the U(1) symmetry

of the Hamiltonian is spontaneously broken in the superfluid. The belief that this classification

is complete was disenchanted after the discovery of topological insulators [45, 46, 47, 48, 49]

and subsequent theoretical analysis [50, 51, 52], which revealed the class of topologically

ordered states. Topological phases have become an intensively studied subject in many fields

of physics. Key features of condensed-matter systems such as topological insulators [47, 46, 45]

or superconductors [53] as well as quantum Hall systems [54, 55, 43, 44] have been related to

robust edge states at interfaces between phases with different topological character [56].

In this section we want to discuss the Hofstadter model that describes charged particles

on a two dimensional lattice with a transverse homogeneous magnetic field. The notion

of topology will be introduced for the band structure of this model and relations between

polarization, Chern number and edge states will be discussed and related to the quantum

Hall effect. We conclude with a short outlook on topology in systems with interaction.

1.2.1 The Hofstadter model

The Hofstadter model, similar to the Bose Hubbard model in the last section for bosons,

describes the dynamics of fermions in a two dimensional periodic potential in tight bind-

ing approximation. Under the influence of an external magnetic field, described by vector

potential

A(r) = (0, Bx, 0)t, (1.17)

for particles with charge q = 1, Peierls phases have to be introduced for the tunneling matrix

elements along the lattice

ĤH = −J
∑
nx,ny

(ĉ†nx,ny ĉnx+1,ny + ĉ†nx,ny ĉnx,ny+1e
i2παnx + h.c.). (1.18)

Here nx, ny are the integer indices of the lattice with lattice constant a and α = (a2B)/(2π)

is the magnetic flux per plaquette. When following a closed path P around a single plaquette

of the lattice, we find for the sum of Peierls phases∑
P
θm,n = θ(nx+1,ny),(nx+1,ny+1) + θ(nx,ny+1),(nx,ny) (1.19)

= 2π × α. (1.20)

For fractional values of the flux, α = p/q with p, q ∈ Z, with p, q coprime, we can choose a unit

cell of size (q × 1) sites and determine the energies and Bloch wavefunctions of the q bands.

As a consequence of particle hole symmetry the band structure is symmetric regarding zero

energy

E
(ν)
kx,ky = −E(q−ν)

kx,ky . (1.21)

In general the bands of the Hofstadter model are flat for α = 1/q, compared to the interband

gap. Only in the case of q being even are the two central bands connected through Dirac

points [57].

In Fig. 1.2(b) we display the band structure for α = 1/4 and find two very flat bands at low
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Figure 1.2: (a) In the regime of the integer quantum Hall effect the Hall resistivity σxy changes
stepwise, as a function of the applied magnetic field B. (taken from [58]) (b) Band structure
of the Hofstadter with at flux α = 1/4. (c) Emergence of Landau levels from the bands of the
Hofstadter model for α = 1/16.

and high energies. For temperatures small compared to the band gap and chemical potentials

in the gap between two bands, we expect this model to behave as an insulator. Before we

discuss, why this derivation is incomplete for real systems, we want to shortly comment on

the limit α→ 0.

For small α → 0, cf. Fig. 1.2(c) for α = 16, the lowest bands of the Hofstadter model

correspond to the so called Landau levels of a charged particle in a magnetic field in the

continuum. All Landau levels have zero dispersion, related to the cyclic motion of electrons

in magnetic fields, and are separated by the cyclotron frequency

ωc =
eB

m
. (1.22)

1.2.2 Topology and edge states

In 1980 von Klitzing measured the Hall resistivity of thin two dimensional semiconductors

at large magnetic fields and found results similar to those shown in Fig. 1.2(a) [44]. The

Hall resistivity is defined as the ratio of transverse current to an applied electric field in the

presence of an external magnetic field,

Rx,y =
Ey
Jx

= n−1 h

e2
, n ∈ Z, (1.23)

where the second equation is the surprising result of his measurement. For strong magnetic

fields, the Hall conductivity σx,y = R−1
x,y, is precisely quantized to integer multiples of e2/h,

where e is the charge of an electron and h Plancks constant. By changing the magnetic field

n could be changed, with n getting smaller for stronger fields. In between the plateaus of

quantized resistivity, very sharp steps were measured.

A second surprising result was found regarding the longitudinal resistivity Rx,x = Ex/Jx.

Where the transversal resistivity was quantized, the longitudinal resistivity was zero within

the measurement error. Both effects where shown to originate from the non trivial topology

of the band structure by Thouless and others [43, 59].
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Zak phases in one dimension

Before reviewing the explanation of the integer quantum Hall effect in two dimension, we

introduce the relevant notations for the topological classification of one dimensional band

structures.

Consider a one dimensional system with lattice constant set to unity, a = 1, and L unit

cells. The Zak phase is defined by [60]

ϕZak = i

∫ π

−π
dk

∫
dx u∗k(x)∂kuk(x). (1.24)

and closely related to the geometric phase introduced by Berry [61]. Note, that the Zak phase

is only defined up to multiples of 2π, due to gauge freedom regarding the Bloch functions.

For example

uk(x)→ eikuk(x) (1.25)

changes the Zak phase by 2π.

Vanderbilt and Kingsmith pointed out the relation between Zak phase and the polari-

zation of a material [62]. The Bloch wavefunctions in the definition of the Zak phase can be

expanded in terms of Wannier functions, which yields

ϕZak =
i

L

∫ π

−π
dk

∫
dx

∑
m,n

w∗(x−m)eik(m−x)∂ke
−ik(n−x)w(x− n) (1.26)

=
i

L

∫ π

−π
dk

∫
dx

∑
m,n

eik(m−n)∂kw
∗(x−ma)i(m− x)w(x− n) (1.27)

=
2π

L

∫
dx
∑
m

w∗(x−m)(x−m)w(x−m) (1.28)

= 2π

∫
dx x|w(x)|2 := 2πP, (1.29)

wherein the last step we used the definition of the polarization P . We will later make use

of this correspondence, when we connect changes in the polarization with the current of the

quantum Hall effect in two dimensional systems.

Chern numbers and edge states

Whereas the Zak phase of a one dimensional band is not necessarily quantized, the Chern

number associated with a two dimensional band is always quantized. Consider a bulk system

with a two dimensional band structure, |u(ν)(kx, ky)〉, where the lowest ν ′ bands are occupied

with electrons. Applying an external electric field Ey, acts as force eEy and for sufficiently

small forces drives only Bloch oscillations for the particles in the occupied bands. Associated

with the changes in ky are changes in the polarization in x direction as a consequence of

Eq. (1.29). After exactly one Bloch period we find for the change in polarization

∆P (ν) =
1

2π

∫ 2π

0
dky ∂kyϕ

(ν)
Zak(ky), (1.30)

where ϕ
(ν)
Zak is the Zak phase of one of the occupied bands with parameter ky. Whereas the

Zak phase itself is not quantized, it holds ϕZak(ky) = ϕZak(ky + 2π) mod 2π and therefore the

change in polarization is quantized.
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It was shown by Thouless, that the quantization of the conductivity in the integer quantum

Hall effect is due to the strict relation between the properties of the bandstructure and the

transverse Hall conductance [43]

σx,y =
e

h2
Ch, (1.31)

Ch =
∑
ν

Ch(ν) =
1

2π

∑
ν

∫
dky∂kyϕ

(ν)
Zak(ky), (1.32)

where the sum is over all occupied bands. The Chern number has a physical interpretation

as the winding of the Zak phase along a closed path in parameter space, which is related to

the physical flow of a current through Eq. (1.30).

The quantization of the Chern number also has a mathematical foundation in the theory

of fiber bundles [63]. The mapping between Bloch Hamiltonian Ĥ(k) and momentum k can

be classified by considering equivalence classes of Hamiltonians, which can be continuously

deformed into each other without closing the energy gap [64]. For the Hofstadter model with

magnetic flux α = 1/q and q even, the Chern numbers are given by +1 for all bands, except

the two bands in the center, which have a combined Chern number of -q+2 [43].

Not only the quantization of the transverse conductivity was a surprising result of the

experiment in Fig. 1.2(a), but furthermore the drop in longitudinal resistivity Rx,x to zero.

Again this is a consequence of topological order. By definition of the Chern number, two

bands with different topological invariant can not be continuously deformed into each other

without closing the energy gap. As pointed out by Halperine [65], the vacuum has a trivial

topology and therefore at the boundary between a bulk system with a non trivial topology

and the vacuum, gap closing edge states must exist. For the integer quantum Hall effect, these

states can be imagined as the cyclotron orbits that are repeatedly reflected at the boundary to

the vacuum and therefore circle around the edges of the sample. An important consequence

is the chirality of these edge states, at every edge only states propagating in one direction are

found such that backscattering is strongly suppressed.

At the boundary between two bulk systems, which are characterized by Chern numbers

Ch(1) and Ch(2) respectively, the bulk boundary correspondence states for the number of edge

states

Nes = |Ch(1) − Ch(2)|. (1.33)

This correspondence has been proven for systems of non interacting fermions and can be

applied to a wide variety of band structures [66]. Whether it carries over to non interacting

phases with topological order is subject of ongoing research.

1.2.3 Topology and interaction

While all possible topological phases of non-interacting fermions in arbitrary dimensions have

been classified [50], it is established that interactions can enrich the number of possible topo-

logical phases enormously, see e.g. [52]. Of particular interest are fractional Chern insulators,

where the band of a non interacting model with integer Chern number, is only partially filled

in the presence of strong interaction [67]. The resulting phases support exotic excitations

with fractional charge and statistics [68, 69, 55, 70, 71], which have possible applications for

topological quantum computation [8, 72].
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1.3 Long Range Interaction and Rydberg States

Systems of ultra cold atoms offer unprecedented control of single particle parameters and

enable direct observation of microscopic degrees of freedom as discussed in the previous Sec-

tion 1.1. Local interaction of atoms can be controlled using Feshbach resonances [73, 74],

however the introduction of long range interaction to the experimental toolbox is a challenge.

Different avenues towards this goal have been pursued in past years as the motivation is

manifold, ranging from the study of dipolar Bose gases [7], to quantum simulation [75] and

computation [76]. We here shortly review two possibilities before discussing in detail the

realization of long range interactions facilitated by Rydberg states.

First of all atomic isotopes with a large magnetic dipole moment such as 52Cr, (µ ≈ 6µB),

have been cooled successfully and allowed observation of anisotropy effects in spinor BECs [77].

However for observation of the effects of long range interaction in optical lattices, the magnetic

dipole dipole interaction is in general to small. An alternative approach is the synthesis and

cooling of diatomic molecules such as KRb that have a large permanent dipole moment, for

the ground states X1Σ+ one finds µe ≈ 0.3 ea0 [78]. The interaction resulting from such

large dipole moments is in the kHz range for distances of few micrometers, but the complex

structure of molecules poses many experimental challenges regarding cooling and control,

that hinder implementation in cold atom experiments. Nonetheless, current experiments offer

sufficient control to be used as benchmarks for the theory of many body systems [79].

Within this thesis we want to focus on a third approach towards long range interaction,

which is the excitation to Rydberg states [80]. These are highly excited atomic states, where

at least one of the valence electrons is in a large principal quantum number state. The binding

energies of these states follow the original Rydberg formula for the hydrogen atom

En,l = − Ry

(n− δl)2
(1.34)

with the Rydberg constant Ry and the quantum defect δl. For large principal quantum

number n, all but one positive charge of the atomic core are shielded by the inner electron

shells. Only for small angular momentum states, (l < 3), the valence electron penetrates

this core region, which leads to the quantum defect δl. Note that the degeneracy of energies

for states with equal principal quantum number n is lifted by this defect for non hydrogen

atoms. The heuristic Ritz formula can be used to calculate the quantum defect and thereby

the individual binding energies [81]. For 87Rb one finds for example quantum defects of

δs1/2 = 3.13, δp1/2
= 2.65, δd3/2

= 1.35 [82].

The large principal quantum number and high energy, results in a number of remarkable

scalings for the properties of Rydberg atoms. First of all the wavefunction can be of macro-

scopic size with radii scaling as r ∼ n2 and therefore approaching the µm regime for n ' 50.

As a consequence of this large spatial extension, the dipole matrix element

〈n0, l0, j0,m0|er|n, l, j,m〉, (1.35)

between the ground state wavefunctions 〈Ψ0| and Rydberg wavefunction becomes smaller

with increasing n. As a consequence of Fermis golden rule, the radiative lifetime therefore

increases with the principal quantum number as τ ∼ n3 and typical numbers for n ' 50

Rydberg states are on the order of 100 µs. The large extend of the wavefunction has further

effects on the dipole matrix element between adjacent Rydberg states, 〈nP |er|nS〉 ∼ n2 and

the polarizability, α ∼ n7, which strongly scales with the principal quantum number. This

makes large Rydberg atoms very susceptible for external electric fields. A prominent example
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for the application of Rydberg atoms as probes for weak fields, is the detection and control

of few photons in a cavity by Haroche et al. [83].

1.3.1 Detection of Rydberg excited atoms

Rydberg excited atoms can be detected in a multitude of ways and we here want to review the

most relevant approaches developed within the last years. First of all Bloch et al. have shown

the detection of Rydberg excited atoms with almost single site resolution in a two dimensional

optical lattice. To detect the Rydberg excited atoms, ground state atoms are removed first by

applying strong near resonant pulse driving the transition to a nearby hyperfine state. The

remaining Rydberg excited atoms are transfered to the ground state by resonant driving and

imaged as ground state atoms with the techniques developed in [5].

The conventional way of detecting Rydberg atoms is via ionization and subsequent detec-

tion of the ions. Multiple experiments have utilized field ionization in static electric fields to

rapidly convert all excited atoms into ions [84, 85, 14]. Experiments in the group of Raithel

have demonstrated that the spatial position of atoms before ionization can be reconstructed

by accurate ion microscopy. The required fields are small due to the close ionization threshold

and for large principal quantum number n, a very good field control is required to not ionize

excited atoms accidentally.

Precise control of the spatial degrees of freedom is required for quantum computation and

simulation applications of Rydberg atoms, which could be realized via trapping in optical

lattices [86]. Potvliege et al. showed that the trapping fields can result in a second, fast photo

ionization channel for Rydberg atoms [87]. Here atoms are continuously ionized and could be

detected, while the remaining atomic ensemble continues to be trapped and excited.

A fourth approach towards the detection of Rydberg excited atoms has been proposed

by Günter et al. They employ electromagnetically induced transparency (EIT) to map the

distribution of excited atoms onto a classical light field [88]. Further details on EIT will be

given in the next section of the introduction. Whereas the initial experimental realization of

the EIT imaging scheme did not provide the spatial resolution for the detection of single ex-

cited atoms, it showed an interesting dipole-mediated transport mechanism between Rydberg

excited atoms, which however goes beyond the scope of this thesis [89].

1.3.2 Interaction between Rydberg atoms

The large polarizability of the Rydberg atoms is the origin of the strong and long range

interaction between two excited atoms. The interaction energy of two dipoles µ1 and µ2 with

relative distance vector R is given by

Udd =
µ1 · µ2

|R|3
− (µ1 ·R)(µ2 ·R)

|R|5
. (1.36)

We are interested in the coupling of an atomic pair state |ϕ,ϕ〉, with two atoms in identical

single atom state |ϕ〉 = |n, k, j,m〉, to other pair states |ϕ1, ϕ2〉. This coupling results from

the dipole dipole interaction

〈ϕ1, ϕ2|Ûdd|ϕ,ϕ〉, (1.37)

where we have replaced the classical dipoles with the dipole operators µ̂ν = erν in Û . Besides

the coupling element, one must consider the energy mismatch

∆ϕ,ϕ,ϕ1,ϕ2 = 2Eϕ − Eϕ1 − Eϕ2 . (1.38)
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Figure 1.3: (a) Schematic illustration for the single channel model that explains the vdW and
DD interaction between pairs of atoms excited to Rydberg states. (b) Typical strength of the
binary Rydberg interaction in comparison to magnetic and vdW interaction of ground state
atoms as a function of the interatomic distance (taken from [76]).

Reinhard et al. did exact numeric calculations for the binary level shifts of Rydberg excited

atoms for a wide variety of principal quantum numbers n and the different angular momentum

states S, P and D relevant for current experiments [90]. They found that of the many possible

couplings to other pair states, in general only one pair state has to be considered for large

separations |R|.
This single channel model for the perturbation of two atoms in an nS state is illustrated in

Fig. 1.3(a). Dipole moments from a S state |n, S〉 are largest to the adjacent nP and (n−1)P

pair states, and the energy mismatch ∆, which can be calculated from Eq. (1.34), scales as

∆ ∼ n−3. The Hamiltonian and eigenvalues are given by

Ĥ =

(
0 Udd(R)

Udd(R) ∆

)
, (1.39)

⇒ E± =
∆

2
±
√

∆2

4
+ Udd(R)2, (1.40)

with our choice of basis
{
|nS, nS〉, [|nP, (n− 1)P 〉+ |(n− 1)P, nP 〉]/

√
2
}

.

One distinguishes two regimes according to the ratio of dipole interaction Udd(R) and

energy mismatch ∆. In the van der Waals (vdW) regime Udd(R) � ∆ and the relevant pair

state energy is approximately

EvdW = −
U2

dd

∆
= −C6

R6
, (1.41)

where we have introduced the interaction coefficient C6. Due to the different scalings of the

energy mismatch ∆ and dipole matrix elements this coefficient in general scales dramatically

with the principal quantum number as C6 ∼ n11. When the energy mismatch ∆ is the

small parameter, i.e. in the regime of resonant dipole-dipole interaction, one instead finds

E± ≈ ±C3/|R|3. Here, the interaction coefficient only scales as C3 ∼ n4 but the interaction

decays much slower with interatomic distance than in the vdW regime.

A detailed derivation of the binary interaction between Rydberg atoms is given by Rein-

hardt et al. in [90], where they furthermore discuss the anisotropic interaction of P and D

states. Within this thesis we mostly consider the dynamics of excited atoms with an isotropic

interaction potential, but others have proposed interesting uses of anisotropic interaction for

the creation of exotic phases of matter such as spin ice in equilibrium systems [12].
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The magnitude of interaction between Rydberg atoms is illustrated in Fig. 1.3(b) and

compared with other typical interaction scales. Whereas it is smaller than the pure Coulomb

interaction between ions, it can be many orders of magnitude larger than the interaction

between magnetic dipoles or the conventional vdW interaction between ground state atoms.

Precise experiments with few atoms have been used to probe the binary interaction between

Rydberg excited atoms and found very good agreement with theoretical predictions [91, 92,

93].
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1.4 Electromagnetically Induced Transparency

The coherent manipulation of photons and the realization of strong interactions between single

photons is a long standing goal of quantum optics. We here want to introduce the relevant

concepts for the propagation of light in atomic three level systems as illustrated in Fig. 1.4(a)

and is closely follow the derivations in [94] regarding the propagation of classical pulses and

[95] regarding the propagation of single photons.

The coupling of an electric probe field Ê at frequency ωp to a single three-level atom in

dipole and rotating wave approximation is described by

Ĥatom−light = −[∆pσ̂ee + δσ̂ss]− [pgeÊσ̂eg + Ωeikdzσ̂es + h.c.]. (1.42)

Here pge is the dipole moment of the transition from ground to short lived excited state and

z is the position of the atom and it is assumed that both fields propagate in the +z direction.

We define ∆p = ωp − ωge as the one photon detuning of the probe field, with ωµν denoting

the transition frequency between states µ, ν. In addition to the probe field a second classical

control field at frequency ωc couples the transition from the excited state to a long lived spin

state with Rabi frequency Ω. The detuning of the control field is denoted as ∆c = ωeg−ωsg−ωc

and the two photon detuning is defined as δ = ∆p −∆c.

The propagation of a quantized light field is described by the wave equation derived from

Maxwells equation [
∂2

∂2
t

− c2∆

]
Ê(r, t) = − 1

ε0

∂2

∂2
t

P̂ (r, t), (1.43)

where P̂ is the polarization of the medium. For a near monochromatic electric field, which

propagates in z direction, one introduces new slowly varying fields, where the carrier frequency

and wave vector are split off

Ê(r, t) =

√
~ωp

2ε0

(
Ê(r, t)ei(kpz−ωpt) + h.c.

)
. (1.44)

With an analogously defined ansatz for the polarization P̂ = P̂ exp(i[kpz − ωpt]) + h.c., one

finds [
∂t + c∂z − i

1

2kp
∆⊥

]
Ê(r, t) =

i

~

√
~ωp
2ε0
P̂(r, t), (1.45)

where we have dropped higher temporal and spatial derivatives of the slowly varying variable.

This is justified as long as |∂2
t Ê | � |ωp∂tÊ | and |∂2

z Ê | � |kp∂zÊ |. We furthermore neglect the

transversal degrees of freedom here and thereby restrict to the one dimensional propagation

equation.

1.4.1 Classical light propagation

In the weak probe regime, a linear relationship between the classical electric field and the

polarization of the medium is found in Fourier space

P(ω) = ε0χ(ω)E(ω), (1.46)

where χ(ω) is the susceptibility. The propagation of an electric field is governed by [94]

∂zE +
1

vg
∂tE = i

k

2
χ(ω)E , (1.47)
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Figure 1.4: (a) Lambda type level scheme used for coherent control of of photons in atomic
media. (b) Real (red) and imaginary (blue) part of EIT susceptibility as a function of the
probe-frequency for resonant control field with Ω = γ.

with the susceptibility for a three level system

χ(ω) =
2a0

k

iγ

γ − i∆p + iΩ2/δ
. (1.48)

The group velocity is defined as vg = c/(1+ ω
2
∂Re(χ)
∂ω ) and the resonant absorption cross section

is given by

a0 =
ωeg|peg|2

2ε0c~γ
na, (1.49)

where na is the atomic density.

Let us first consider the limit of vanishing control field Ω or large two photon detuning,

specifically Ω2/δ � ∆p. In this limit, the system is effectively reduced to a conventional two

level medium with susceptibility

χ2(ω) =
2a0

k

[
i

γ2

γ2 + ∆2
p

− γ∆p

γ2 + ∆2
p

]
. (1.50)

For a spectrally narrow pulse the propagated pulse is given by

E(z, t) = E(z − vgt, 0)e−iχ(k/2)vgt, (1.51)

⇒ |E(z, t)| = |E(z − vgt, 0)|e−Im(χ)(k/2)vgt, (1.52)

which shows the attenuation of the field in the lossy medium. For a resonant pulse one finds

an exponential attenuation with the absorption length given by labs = 1/a0.

We now return to the full expression for the susceptibility. In Fig. 1.4(b) we show the

real (red) and imaginary (blue) part of χ for Ω = γ and resonant control field ∆c = 0 (solid).

On exact two photon resonance, δ = 0, the imaginary part of the susceptibility vanishes. A

narrow bandwidth pulse can therefore propagate without losses, which is the phenomenon

known as electromagnetically induced transparency (EIT) [96].

As a consequence of the large second derivative of Im(χ) near two photon resonance and

the Kramers-Kronig relations between real and imaginary part of χ, one finds a large first

derivative of Re(χ) near resonance. A narrow, resonant pulse experiences a dramatic reduction

of the group velocity besides transparency, which is the basis of slow light [97].
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1.4.2 Continuum Maxwell Bloch equations

An elegant formulation of slow light can be given by introducing new polariton fields, which

are quasiparticles of photonic and matter component. To this end, we first introduce new

coarse grained fields for the atoms and discuss their coupling to the light field. We then

introduce the polariton basis and show that on two photon resonance, both EIT and slow

light can be explained by so called dark state polaritons (DSP).

When the density of atoms is sufficiently high compared to the length scales set by changes

in the slowly varying amplitudes and phases, it is justified to introduce coarse grained field

for the description of the atoms. Following reference [95], we consider small volumes ∆V (r)

with ∆N � 1 atoms inside and define

σ̂µν(r) =

√
na

∆N

∑
j∈∆V (r)

σ̂(j)
µν . (1.53)

These operators inherit the commutation relations of the single atom operators in the contin-

uum limit

[σ̂α,β(r), σ̂µν(r′)] =
1√
n
δ(r− r′)[δβµσ̂αν(r)− δνασ̂µβ(r)]. (1.54)

We are only interested in the weak probe regime, meaning that to lowest order atoms remain

in their ground state, therefore σ̂
(0)
gg =

√
na. The relevant operators for our discussion are the

coherence of excited and ground state σ̂eg := P̂† and between spin and ground state σ̂sg := S†.

In the weak probe regime, these fulfill the commutation relations

[P̂(r), P̂(r′)†] = [Ŝ(r), Ŝ(r′)†] = δ(r− r′). (1.55)

From the Hamiltonian of the atom field interaction and the Heisenberg equations of motion,

one can derive equations of motion, known as the Maxwell Bloch equations

(∂t + c∂c)Ê(z, t) = ig(z)P̂(z, t) (1.56)

∂tP̂(z, t) = ig(z)Ê(z, t)− (γ − i∆p)P̂(z, t) + iΩŜ(z, t) (1.57)

∂tŜ(z, t) = iΩP̂(z, t) + iδŜ(z, t) (1.58)

where g(z) is the collective atom-field coupling [98]

g(z) = pge

√
na(z)

√
ωp

2~ε0
, (1.59)

which includes the atomic density. In the presence of decay γ, solutions to above dynamic

equations violate the commutation relations in Eq. 1.55 because we did not include the

Langevin noise operators [99]. This approximation is justified in the weak probe regime

we consider, because population in the excited state σ̂ee is small.

1.4.3 Dark state polaritons

The DSP has been introduced in [100] as an intuitive picture for the propagation of light near

two photon resonance in an EIT medium. Two polariton branches are introduced, which are
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coherent superpositions of the electric field and the spin excitation

Ψ̂ = cos(θ)Ê − sin(θ)Ŝ, (1.60)

Φ̂ = sin(θ)Ê + cos(θ)Ŝ. (1.61)

The mixing angle is defined as cos(θ) = Ω/
√

Ω2 + g2 := Ω/Ωe. For an inhomogeneous density

of the atomic medium, the collective coupling g(r) is position dependent and therefore the

mixing angle and the polariton fields are position dependent. We here however consider only

homogeneous media and thus g(r) = g.

For the dynamics of the polariton fields we find from the Maxwell Bloch equations of the

original fields

[∂t + cos2(θ)c ∂z]Ψ̂ = −iδ sin2(θ)Ψ̂− θ̇Φ̂ + cos(θ) sin(θ)(iδ − c∂z)Φ̂, (1.62)

[∂t + sin2(θ)c ∂z]Φ̂ = iΩe P̂ + θ̇Ψ̂− iδ cos2(θ)Φ̂ + cos(θ) sin(θ)(iδ − c∂z)Ψ̂. (1.63)

In the case of vanishing two photon detuning δ = 0 and small momentum, the dark state

polariton (DSP) Ψ̂ is decoupled from the bright state polariton (BSP) Ψ̂ and the polarization

P̂. As a result, it does not decay and instead propagates at a reduced group velocity of

vg = cos2(θ)c. Changes of the mixing angle θ also contribute to the coupling of DSP and

BSP.

To consider the effect of a finite two photon detuning, we first adiabatically eliminate the

polarization P̂, which yields P̂ = −Ωe/(∆p + iγ)Φ̂. Substituting this result in Eq. (1.63)

yields for the BSP dynamics

[∂t + sin(θ)2c ∂z]Φ̂ = −i[Ω2
e/∆ + δ cos2(θ)]Φ̂ + θ̇Ψ̂ + cos(θ) sin(θ)(iδ − c∂z)Ψ̂ (1.64)

where we introduced ∆ = ∆p + iγ. A second adiabatic approximation of the BSP yields

Φ̂ = i∆/Ω2
e [cos(θ) sin(θ)c∂z−θ̇]Ψ̂, such that the effective DSP dynamics in the limit sin(θ) ≈ 1

is given by [
∂t + vg(1− 2

δ∆

Ω2
e

) ∂z
]
Ψ̂ = i

∆θ̇2

Ω2
e

Ψ̂− iδΨ̂− icvg∆
Ω2

e

∂2
z Ψ̂. (1.65)

Non adiabatic losses related to fast changes of the control field are given by the first term

on the right hand side and the second term is simply an energy shift due to the two photon

detuning δ. The third term describes the dispersion of the DSP and can be interpreted as an

effective, real mass in the limit of large one photon detuning ∆p � γ.
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Topological Order in Cold Atom
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Chapter 2

Edge States in a Superlattice

Potential

One of the simplest models possessing non-trivial symmetry protected topological properties

is the inversion symmetric Su-Schrieffer-Heeger (SSH) model [101], which can be realized by

ultra-cold fermions in a 1D tight-binding super-lattice (SL) potential with alternating hopping

amplitudes. Its topological properties are classified by a Z2 invariant given by the Zak phase

[61, 60] and have been explored both theoretically [102, 66, 103] and recently experimentally

[104]. Here we show that in the case of interacting bosons, MI phases with filling n = 1/2 can

be non-trivial topological insulators as well, where the topological invariant is the Z2 many-

body Berry phase, first introduced in this context by Hatsugai [105]. It has been pointed out

in [105, 106] that the phases of the Haldane model [107] can be characterized by a similar Z2

Berry phase. This system is well known to support topological many-body edge states [108],

which we take as motivation to study the relation between the quantized Berry phase and

topological edge states of the SL-Bose-Hubbard model (SL-BHM). The following discussion

is based on the publication [H-2013c].

For the case of an ultra-cold bosonic lattice gas it will be shown that introducing a lo-

calized potential step allows to create an interface between gapped MI phases with different

topological invariants. Due to the interface, many-body ground states emerge that display

density minima or maxima at the interface in analogy to an unoccupied or occupied single-

particle edge state for free fermions. This can easily be observed with techniques developed

in recent years [31, 5, 4]. While for the SSH model a strict relation between the existence

of a single-particle mid-gap edge state at open boundaries and the bulk topological invariant

has been identified [102, 66], a similar relation does in general not hold for the bosonic SL

model with finite interactions due to the absence of particle-hole symmetry. Instead, as we

will show using numerical DMRG simulations [109, 110, 111] and analytic approximations, a

generalized bulk-edge correspondence holds: While either the empty (hole) or the occupied

(particle) edge state remain localized and thus stable until the MI melts due to tunneling, one

of the two many-body states hybridizes with the bulk already for much smaller values of the

tunneling rate.

21
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Figure 2.1: (a) Phase-diagram for the SL-BHM with t2 = t1/5 obtained by DMRG and taken
from Ref. [112]. One recognizes the presence of MI phases with integer and half-integer
filling. (b) The topological invariant ν is defined via twisted boundary conditions introduced
through the phase eiθ of the ring closing connection. (c) Different dimerizations I and II of
SL potential corresponding to Zak phases νI = 0 and νII = π.

2.1 Superlattice Bose-Hubbard Model

The starting point of the discussion is the 1D SL-BHM described by the Hamiltonian

Ĥ = −
∑
j odd

(
t1 â

†
j âj+1 + h.c.

)
−
∑
j even

(
t2 â

†
j âj+1 + h.c.

)
+
U

2

∑
j

n̂j (n̂j − 1) +
∑
j

(εj − µ)n̂j , (2.1)

where âj and â†j are the bosonic annihilation and creation operators at lattice site j, and

n̂j = â†j âj the on-site particle number. Particles tunnel with alternating hopping amplitudes

t1 and t2 and there is an on-site interaction U . εj describes a potential and we will be

interested in the ground state of the grand-canonical ensemble K̂ = Ĥ − µN̂ , where µ is the

chemical potential. A generic ground-state phase diagram of the SL-BHM, taken from Ref.

[112], is shown in Fig. 2.1 for εj ≡ 0. Besides MI phases with integer filling it shows loophole

insulating regions with half integer filling for t2 = t1/5 < t1 [113, 114]. These regions shrink

when t2 increases for fixed t1, and vanish for equal hopping amplitudes t2 = t1. At this point

the SL-BHM simplifies to the conventional Bose-Hubbard model and only integer filling MI

phases are found. The loophole phases reappear when t2 > t1 and the point t2 = t1 marks

the topological phase transition.

2.1.1 Relation to SSH model

We now discuss the limiting case of onsite interaction U → ∞, which connects our bosonic

model to the fermionic SSH model. In the strong interaction limit the double or higher

occupation of single lattice sites is energetically suppressed and we can replace the bosonic

operators â, â† by hard core bosons b̂, b̂† that fulfill the commutator relations

{b̂j , b̂†j} = 1, {b̂j , b̂j} = 0, [b̂j , b̂
†
k 6=j ] = 0, (2.2)
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which are identical to the operators of a spin 1/2-system. By use of the Jordan-Wigner

transformation

ĉ†j = exp(
∏
k<j

πb̂†k b̂k) b̂
†
j , (2.3)

the non local commutator is replaced with an anticommutator and we can map the SL-BHM

onto non interacting fermions [115]. It is then identical to the SSH model

ĤSSH = −t1
∑
j,odd

(ĉ†j ĉj+1 + h.c.)− t2

∑
j,even

(ĉ†j ĉj+1 + h.c.), (2.4)

which in an infinite system with periodic boundary conditions is diagonalized in momentum

space,

ĤSSH = −
∫
k

(
d̂†k ê†k

)( 0 t1 + t2e
ik

t1 + t2e
−ik 0

)(
d̂k
êk

)
. (2.5)

Here we took into account the two site unit cell by introducing d̂k = 1√
L

∑
j,odd ĉ

†
je
ikj/L, êk =

1√
L

∑
j,even ĉ

†
je
ikj/L and going to the thermodynamic limit L → ∞. For t1 6= t2 the band-

structure has two bands ε± = ±
√
t21 + t22 + 2t1t2 cos(k) of width max(t1, t2) and separated by

energy 2|t1 − t2|. The Bloch functions are given by

|u(k)〉 =

(
±(t1 + t2e

−ik)/
√
t21 + t22 + 2t1t2 cos(k)

1

)
/
√

2, (2.6)

where we have chosen the gauge such, that only the first component is k dependent. Due to

inversion symmetry the amplitude of both components is identical 1/
√

2 and only the phase

relation is of relevance. In the case of non-interacting fermions, the topology of the band

structure is determined by its Zak phase [60] or winding number,

ν = i

∫ 2π

0
dk〈u(k)|∂k|u(k)〉. (2.7)

While for a general 1D band structure the Zak phase may take arbitrary values, it is integer

(i.e. Z) quantized (in units of π) [50] when inversion symmetry is present, and Z2 quantized

for the SSH case. The winding numbers of the upper and lower band are equal but opposite

ν = 0 (±π) for dimerization I (II), see Fig. 2.1.

The Bloch functions |u(k; t1, t2)〉 can be represented on the Bloch sphere as shown in

Fig. 2.2(a). As a consequence of inversion symmetry the amplitudes of first and second

component are identical 1/
√

2 and the Bloch vectors are restricted to the equator of the

sphere. Due to the presence of an energy gap the Bloch vectors change continuously with

k and trace a well defined path over the range k ∈ (0, 2π). Given the symmetry, the Zak

phase is equivalent to the number of windings of the Bloch vector around the sphere and it

is therefore strictly quantized and distinguishes the two phases. Inversion symmetry can be

broken by introducing an offset potential

Ĥ∆ = ∆
∑
j even

n̂j . (2.8)

Without symmetry protection the Bloch vector moves away from the equator plane (see

Fig. 2.2(a)) and the Zak phase can no longer be identified with the winding, thus we find no
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Figure 2.2: (a) Representation of the Bloch functions |u(k)〉 on the Bloch sphere. The black
arrow marks the state for generic k and the blue line traces the state for all k in the range
(0, 2π). Only for non broken symmetry the Bloch vector is restricted to the equator and the
Zak phase is well defined and quantized in the sense of a winding number. (b) Parameter
space for the Thouless pump in system of interacting bosons. To stabilize the incompressible
loophole phase either a large imbalance of t1, t2 or an offset potential ∆ is required. The two
topological phases can not be connected by a symmetry preserving (∆ = 0) path without
crossing the super fluid region. The depicted Thouless cycle adiabatically connects the two
phases by breaking the symmetry.

quantization of ν for ∆ 6= 0.

Topological properties often reveal themselves at the interface between two topologically

different phases. In the case of the SSH model such an interface is simply realized between a

system at half filling with non trivial topology ν = π and the vacuum. The emergence of edge

states becomes apparent when calculating the single particle wave function in an odd length

SSH model L = 2l + 1 with open boundary conditions. Whereas the l states of highest and

lowest energy are bulk states, which are delocalized over the entire system, in the center gap

a single edge state appears. Dependent on the exact choice of where the boundaries cut the

system and the ratio of t1/t2, this state is exponentially localized at the left or right edge on

a length scale of

ξ =

√
t1t2

|t1 − t2|
. (2.9)

At the point of the topological phase transition, t1 = t2, this length scale diverges and the

localized edge state vanishes.

2.1.2 Finite interaction

We now turn to bosons with finite interaction U and discuss how and whether concepts de-

veloped for the SSH model can be carried over. Two immediate consequences have to be

addressed first. The mapping to non interacting fermions and therefore the solution via this

approach is no longer possible for general U and we must instead rely on approximate meth-

ods such as the cell strong coupling perturbative expansion (CSCPE) [116] or sophisticated

numeric methods such as DMRG [109]. Furthermore the momentum k is not a conserved

quantity for the interacting system and we must employ a many-body generalization of the

winding number. Like the Chern number [117] it can be defined via generalized boundary

conditions [118], ψ(xj + L) = eiθψ(xj) for all coordinates j = 1, ..., N and system size L.

These boundary conditions correspond to a magnetic flux θ threading the system. When this

flux is adiabatically varied, the many-body wavefunction |Ψ(θ)〉 picks up a Berry phase [61]

ν = i

∫ 2π

0
dθ 〈ψ(θ)|∂θ|ψ(θ)〉. (2.10)
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Figure 2.3: (a) n = 1/2 MI with open boundary corresponding to topologically non-trivial
dimerization (II). Plots in (b)-(d), calculated by DMRG, show density distributions below
(blue triangles) and above (red squares) the critical chemical potential of edge-state occupation
µe for t1/U = 0.1, 0.2, 0.3 respectively. While a well localized hole state (empty edge) can
be observed in all cases, the particle state (occupied edge) becomes unstable already before

the MI melts (e). Due to the absence of particle hole symmetry µ
1/2
+ (green up-pointing

triangles) approaches µe (black circles) already at small values of t1/U . Solid curves show
analytic results from CSCPE, dashed straight lines correspond to hard-core results. (f) When

µe approaches µ
1/2
+ the particle state becomes delocalized as can be see from the localization

length ξp,h of particle and hole edge states. Systems of length L = 65 are considered in the
DMRG simulation and numeric error bars are within the symbol size.

This topological order parameter is identical to the Zak phase defined in the hard-core limit

U → ∞. Most importantly the topological invariant is well defined and stays strictly quan-

tized even for finite U as long as the particle-hole gap is finite. This however is a consequence

of inversion symmetry alone and was realized already by Zak [60] . An exact proof including

the interacting case can be given following the proof of Hatsugai [105]. Our system is in-

variant under both spatial inversion (P ) and time-reversal (T ), even when twisted boundary

conditions are used. Then the combined symmetry PT is of the type considered in [105].

Fabian Grusdt verified the quantization for small systems by exact diagonalization, but the

Z2 invariant could as well be calculated using DMRG or using quantum Monte Carlo [119].

Thus we expect the non-trivial topology of the SSH bands to carry over to bosons with finite

interactions. This is our motivation to study edge states of topologically non-trivial MI phases

in the SL-BHM as indicators for a quantized topological invariant.

2.2 Interfaces of Topological Phases

Let us consider a system within the first loophole phase, the half filled MI. For a chemical

potential within the range

µ
1/2
− < µ < µ

1/2
+ (2.11)
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the bulk is in a gapped phase with n = 1/2. For large interactions U � t1 > t2 the values of

µ
1/2
± can be determined perturbatively within CSCPE [116, 120] up to order O(t22/U, t2t

2
1/U

2):

µ
1/2
− = −(t1 − t2), (2.12)

µ
1/2
+ = (t1 − t2) +

U

2
− 1

2

√
16t21 + U2 − 4t1t2

U
. (2.13)

Choosing e.g. a ratio t1/t2 = 5, the bulk gap ∆ = µ
1/2
+ − µ1/2

− remains finite until about

t1/U ≈ 1.2 In the limit U →∞ we expect from analogy with the SSH model a mid-gap edge

state if we add an open boundary with the topologically non-trivial dimerization (II), see

Fig. 2.3(a). And indeed for small values of t1/U = 0.1 and 0.2 DMRG simulations show both

a well localized hole (ψh) and particle (ψp) state below and above a critical chemical potential

µe, see Fig. 2.3(b) and (c). These grand canonical ground states differ in their total particle

number by one. However, as shown in Fig. 2.3(d), already for t1/U = 0.3, i.e. well within

the MI phase the situation changes: when increasing the chemical potential the density of the

bulk increases non-locally instead of filling up the hole at the edge.

Interestingly our results show that the localized hole at the left edge survives even when

the chemical potential exceeds µ
1/2
+ and the bulk becomes gapless. We will not discuss this

here and restrict the discussion to the gapped phase. Within CSCPE we find for the critical

chemical potential µe, where the grand canonical ground state turns from ψh to ψp

µe = −2t22
U − 2t1

(U + t1)(U − 3t1)
. (2.14)

We have plotted this result for µe along with the values from DMRG simulations in Fig. 2.3(e).

As particle hole symmetry is broken for finite values of the interaction, µe is no longer exactly

in between µ
1/2
− and µ

1/2
+ . Furthermore at a tunneling rate of t1/U ≈ 0.25, the curve touches

µ
1/2
+ , indicating that it becomes energetically favorable to add a particle to the bulk, rather

than to the empty edge state (hole state). Within CSCPE we find for the critical value(
t1
U

)
c

≈ 1− η
4(1 + η − η2/2)

, η =
t2
t1
, (2.15)

which is slightly below the numerical value.

One recognizes that the curve of µe remains almost a straight line and starts to bend only

when it approaches µ
1/2
+ . This is due to an increasing delocalization of the particle edge state

ψp. In Fig. 2.3(f) we have plotted the numerically determined localization length ξp,h for the

particle and hole states in units of the lattice constant, defined through the participation ratio

ξ =
(∑
j

∆nj
)2
/
∑
j

(
∆nj

)2
, (2.16)

where ∆nj = |nj − 1
2 |Θ

(
±(nj − 1

2)
)

with “+” for ξp and “−” for ξh and where Θ is the

Heaviside step function [121]. While the hole state remains well localized, the localization

length of the particle state diverges as the tunneling rate approaches the critical value (t1/U)c.

Although the bulk-edge correspondence does not hold in the sense of a protected and lo-

calized many-body mid-gap state, we found that the edge features of topologically trivial and

non-trivial phases at an open boundary are markedly different. Whereas in the topologically

non-trivial case, the localized particle feature disappears at (t1/U)c, we generally find that

at least one of the particle and hole states remains stable. This holds true for all parame-
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ters corresponding to a gapped MI in the bulk. This is a direct consequence of topology: A

non-trivial bulk of Zak phase ν = π can be reached from the trivial bulk with ν = 0 only

through a topological phase transition. However when the underlying symmetries (inversion

in our case) are broken one phase can be adiabatically transformed into another, which cor-

responds to a quantized, half Thouless pump (TP) cycle [59]. Since the Zak phase changes

by ∆ν = π, the polarization, i.e. the center of mass must change by one lattice site. This

follows from the one-to-one relation between Zak phase Eq. (2.10) and polarization [62, 122]

discussed in the introduction 1.2. This argument is strict in an infinite system and it carries

over to semi-infinite systems with a single open boundary, say on the left side, provided the

systems many-body gap still remains finite during the entire TP cycle. In this case the pump

effectively creates an excess particle of charge 1/2 localized on the open boundary, (I.e. the

density relative to the topologically trivial case increases by an amount corresponding to half

a particle). The same holds true for a hole of charge −1/2 when the TP is reversed and

∆ν = −π. Since the relevant gaps in the particle (hole) case are µ
1/2
+ − µe (µe − µ1/2

− ), both

are stable for t1/U < (t1/U)c. Furthermore, at least one must be stable as long as the bulk

particle-hole gap µ
1/2
+ − µ1/2

− is positive.

2.3 Experimental Realization

In the following we discuss a possible experimental realization of edge states using ultra-cold

atoms. Although a sharp open boundary is difficult to realize, an interface between two MI

phases with integer (e.g. n = 1) and half-integer filling (e.g. n = 1/2) can be created by

increasing the potential energy εj by ∆ε for a number of consecutive lattice sites such that

µ1
− < µ < µ1

+, (2.17)

µ
1/2
− + ∆ε < µ < µ

1/2
+ + ∆ε. (2.18)

Here µ
1/2
± and µ1

± denote the upper (+) and lower (−) boundaries of the insulating regions in

the phase diagram of Fig. 2.1. As shown e.g. in Ref. [123] for the case of Bose-Fermi mixtures,

an effective potential step can be created by an admixture of a second atomic species, e.g.

fermions, with very small hopping rates. Under appropriate conditions (see [123]) the fermions

form a connected cluster at the center of the trap with unity filling and sharp boundaries.

This results in an increase of the potential energy of the bosons ∆ε which extends over all sites

of the fermion cluster. Depending on the location of the interfaces relative to the sub-lattices

the winding number either stays, ∆ν = νI
1/2 − ν1 = 0, or jumps, ∆ν = νII

1/2 − ν1 = π.

Fig. 2.4 shows the density distribution in a weak harmonic trap with an additional potential

step ∆ε calculated by DMRG. One clearly recognizes interfaces between a central n = 1/2

MI and surrounding n = 1 MI regions. Since the number of heavy particles was taken to be

even, both interfaces are characterized by the same change |∆ν|. The upper plot shows the

case ∆ν = 0, the lower one ∆ν = π. In the first case there is a simple step in the density

and no additional structure at the edge. The same holds at an interface between any two MI

phases with integer fillings irrespective of the dimerization. In the second case, however, one

sees pronounced dips or peaks in the average density.

Generalizing the CSCPE to the case of an interface with a finite potential step one can

easily determine the potential heights ∆ε for which non of the states ψh,p hybridizes with the

bulk, as well as the critical chemical potential at which the many-body ground state turns

from the hole edge state ψh to the particle edge state ψp. The first case (ψh) can be detected

by measurement of a local particle number less than 1/2 on the n = 1/2 MI side of the
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Figure 2.4: Ground state density distribution of the SL-BHM with harmonic trap and poten-
tial step between sites j = −6 and j = 5 leading to interfaces between n = 1/2 (in the center)
and n = 1 MI regions. εtrap

j = ω(j+0.5)2, with ω/U = 0.001. Results are obtained by DMRG
simulations for µ/U = 0.55. (a) topological trivial n = 1/2 MI phase with t1/U = 0.04,
t2/U = 0.2 and ∆ε/U = 0.6. (b) topological non trivial n = 1/2 phase with t1/U = 0.2,
t2/U = 0.04 and ∆ε/U = 0.6(blue squares), 0.7(red stars). Right panel illustrates interface in
topologically trivial case (c) and in nontrivial case with occupied (d) and unoccupied interface
(e).

interface, the second (ψp) by measurement of a particle number larger than 1 on the n = 1

MI side.

To verify these results we performed DMRG simulations for a step potential εj/U =

∆εΘ(j − jstep + 0.5). In Fig. 2.5a we show the local particle number for different values of

µ. For µ/U = 0.45 the system is inside the stability region of both edge states. One clearly

recognizes a well localized dip in the local particle number. µ/U = 0.50 corresponds to an

occupied edge inside the stability region. Here a clearly pronounced density peak appears.

When µ is chosen such that the system is outside the region of the n = 1/2 Mott insulator

(µ/U = 0.37 and µ/U = 0.65) the density dip on the n = 1/2 side starts to vanish while

interestingly the peak on the n = 1 MI side remains. Fig. 2.5(b) shows the local occupation

number 〈n̂edge
1 〉 at the edge of the n = 1 MI side as function of µ/U . As soon as µ exceeds

µe as calculated in CSCPE (red dashed line), there is a clear jump indicating the transition

from hole to particle edge state.

A particular feature of the edge state in the SL-BHM, not present in the hard-core limit,

is the peak of the local density on the border of the n = 1 MI region above unity. Within

CSCPE we calculate this density, which yields in zeroth order of t2

〈n̂edge
1 〉 = 1 +

4∆εt21
U3

+
6∆ε2t21
U4

+O(1/U5). (2.19)

We checked the validity of this result by comparing to DMRG data and found good agreement
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Figure 2.5: (a) Density distribution at potential step ∆ε/U = 0.6 at jstep = 6 for t1/U = 0.2,

t1/t2 = 5 and increasing chemical potential µ/U . (b) Local particle number 〈n̂edge
1 〉 at the edge

of the n = 1 MI region as function of µ/U showing the occupation at the edge if µ > µe = 0.47
(dashed red line).

until the n = 1 MI starts to melt.

Conclusion

In summary we have discussed topological properties of the one dimensional SL-BHM with

alternating hopping rates t1 and t2. In the limit of infinite interaction U this model corre-

sponds to the SSH model for free fermions, which is known to possess topologically non-trivial

insulating phases for t1 6= t2 with a strict bulk-edge correspondence. We introduced a many-

body generalization of the Zak phase as topological order parameter, which is quantized as a

consequence of inversion symmetry. We analyzed edge states of a MI with filling n = 1/2 for

open boundary conditions using DMRG and analytic perturbative calculations and found that

the bulk-edge correspondence does not hold strictly in the sense of a protected and localized

many-body mid-gap state. Instead we showed that, as a direct consequence of non-trivial

topology, at least a particle- or a hole-like edge state remains localized and stable until the

MI melts. While sharp open boundaries may be difficult to realize in cold-atom experiments,

we showed that an interface between a n = 1 and n = 1/2 MI can be created where two

topologically distinct phases are in contact. The required potential step can be realized by an

admixture of a second heavy atom species. We found that similar edge states emerge as in

the case of open boundary conditions. These edge states are characterized by a density dip

at the edge below 1/2 and a density peak at the edge with local particle number exceeding

1. These features allow a simple detection of the edge states and thus a verification of the

different topological nature of the MI phases in cold-atom experiments.
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Chapter 3

Extended Bose-Hubbard Model on

a Superlattice

The topology of the superlattice Bose-Hubbard model discussed in the previous chapter orig-

inates from the close relation to the SSH model for free fermions. A conclusive classification

of topological phases for such models is found [50]. As we illustrated for the SL-BHM the

classification concepts such as the Chern number and the Thouless pump can be generalized

towards interacting systems and give useful insight regarding for example the emergence of

edge states.

We want to use the established methods to now study truly interacting models, that do

not possess a continuous transformation towards a non interacting model. The motivation

therefore is twofold, first of all the classification of topological phases of interacting systems

already revealed a large number of classes, but it is not yet complete [52]. Furthermore,

interacting topological phases promise to feature exotic excitations with fractional charge and

statistics [68, 69, 55, 70, 71], which could serve as the basis for quantum computation [8, 72].

Promising candidate systems often combine two properties. The underlying band structure

of the non interacting model is flat, in the sense that the interaction is much larger than the

bandwidth. On the other hand, the separation to other bands of the model is large compared

to the interaction, such that little band mixing occurs. Such systems have attracted much

attention for both fermions [124, 125, 126, 127] and bosons [128, 129, 130] with interaction

and the emergence of new fractional filling phases has been discussed.

We here consider the generalization of the SL-BHM with the addition of a strong short

range interaction. To begin with we discuss the phase diagram obtained using numeric DMRG

methods and introduce an effective model, that arises from the projection onto the flat lower

band of the SSH model. The relation to the SSH model leads us to a classification scheme

using the concept of a Thouless pump and we show that a combination of symmetry breaking

and topological winding numbers is required for the complete classification of this system. A

signature of topology in the previous chapter were edge states that emerge at the boundary

of the system and we find similar edge features here. Due to the interplay with the fractional

excitations in the bulk of the system, the melting of these is however significantly altered.

The results of this chapter will be published in [H-2014d].

31
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3.1 The Extended Bose-Hubbard Model

The addition of non local interaction between bosons to the model defined in Eq. (2.1) and

discussed in the previous chapter is known as the extended Bose-Hubbard model

ĤEBHSL = ĤBHSL + Ĥint, (3.1)

with Ĥint = V1

∑
j

n̂jn̂j+1 + V2

∑
j

n̂jn̂j+2. (3.2)

We here restrict to interactions of finite range two between bosons on adjacent sites and

next to adjacent sites. In the trivial limit of vanishing hopping ti � U, V , the lowest energy

configuration of particles is a classic distribution on the lattice as described in [131]. Depending

on the shape and range of the interaction potential a staircase of incompressible phases is

found. Whereas for truly long range interaction, a devils staircase of all fractional fillings

is realized, for the interaction potential of range two chosen here, incompressible phases are

found at fillings

%t1=t2=0 ∈
{

0,
1

3
,
1

2
,
2

3
, 1
}
. (3.3)

At the topological trivial point t1 = t2 of the superlattice, the melting of these incompressible

phases has been discussed in the context of Rydberg excitation crystals [132].

3.1.1 Effective model in the lower SSH band

The SSH model discussed in the previous chapter displays loophole phases at half filling that

are only present for t1 6= t2. Based on our discussion of the SSH model, we will now motivate

the presence of a quarter filling phase for the EBH model for t1 6= t2. Consider therefore the

limiting case of U � t1 � V1, V2 � t2. The two bands of the non interacting model are flat

compared to the separation of the two bands, with a large ratio of 2t1/t2 � 1. This makes

the SL-EBH model a promising candidate to support non trivial topological phases.

We make use of the lower flat band by projecting onto the lower energy eigenstates of the

strong tunneling t1 within each unit cell. The two eigenstates are given by symmetric and

antisymmetric superpositions within the unit cells and we introduce new bosonic operators

b̂j = (â2j−1 + â2j)/
√

2, ĉj = (â2j−1 − â2j)/
√

2, (3.4)

where b̂†j creates a boson in the lower energy state of a single unit cell and ĉ†j in the higher

energy state. We rewrite ĤEBHSL in terms of the new operators and project to the low energy

sector

Ĥeff = −(t1 + µ)

L/2∑
j=1

b̂†j b̂j − t
L/2−1∑
j=1

(b̂†j b̂j+1 + h.c.)

+ w

L/2−1∑
j=1

b̂†j b̂j b̂
†
j+1b̂j+1 +O(ĉ). (3.5)

This Hamiltonian again belongs in the class of EBH models, however it is simplified in

various ways. First of all the superlattice of alternating hoppings is encoded in the additional

local potential −t1 and the reduced hopping t = t2/2. Note that the index j for the effective

model iterates the two site unit cells of the original model. The interaction of range two is

inherited in an interaction of adjacent bosons with strength w = (V1 + 2V2)/4.
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Figure 3.1: Phase Diagram of the extended Bose-Hubbard model in a superlattice with
t1 = 5t2 from DMRG calculations carried out by Richard Jen. Parameters of the interaction
are V1 = 0.2U and V2 = 0.1U .

We discussed the properties of EBH models without superlattice and in the absence of

tunneling in the previous section. The interaction of one unit cell range in the effective model,

stabilizes incompressible phases of filling %̃ = 0, 1/2, 1 per unit cell, which correspond to fillings

%t1�t2 ∈
{

0,
1

4
,
1

2

}
(3.6)

of the original model. To lowest order in t the boundaries of the quarter filling phase are given

by

µ
(1/4)
+ = −t1 + 2w − 4t, µ

(1/4)
− = −t1 + 4t, (3.7)

and we therefore expect this phase to vanish for t ' w/4.

3.1.2 DMRG results

To quantitatively validate the presence of the various incompressible phases predicted from

the zero hopping limit of the original model and the effective model we have used numeric

DMRG simulations. For strong local interaction U compared to the non local interaction

V1 = U/5, V2 = U/10 and a fixed ratio t1 = 5t2 we map out the phase diagram at interme-

diate hopping amplitude shown in Fig. 3.1. In absence of tunneling we observe the expected

incompressible phases at zero and % = 1/3 filling, where the transition occurs at µ = 0. For

non zero hopping t1 the filling one-third phase melts and a loophole phase of filling one-fourth

emerges at µ = 0. Quantitatively the emergence of this phase can not be captured by the

effective model, its melting however can. The effective interaction energy w = 0.1U and the

effective hopping is given by t = t1/10 and therefore lowest order perturbation theory predicts

the melting of the % = 1/4 phase for t1/U ≈ 0.3 in good agreement with our numeric findings.

Besides the one-fourth filling phase we find the half filling phase that originates from

the conventional SSH model. In between the incompressible phases we find evidence for

supersolid phases, but we postpone the quantitative discussion of these to a future publication

[H-2014d]and focus here on the classification of the incompressible one-fourth filling phase.
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Figure 3.2: (a) Phases of the quarter filling EBH model in a superlattice with two fold
degenerate ground states. Symmetry breaking Thouless pumps connect the individual states.
(b) Whereas in the SSH model a single Thouless pump in parameter space is sufficient to
return to the origin state, here in general two cycles are necessary. (c) Summary of the
classification in terms of symmetry breaking and winding number for the four different states
during the cycle in (b).

3.2 Degeneracy and Topology

In the previous chapter we identified two distinct topological phases of the SSH model that

could be classified by their Zak phase ν. Here again, we must distinguish between the two

dimerizations of the superlattice but the situation is more involved due to the interaction. The

quarter filling ground state in an infinite system is not unique but the two states |ΨA〉, |ΨB〉,
illustrated in Fig. 3.2(a) are degenerate. The infinite size model is inversion symmetric re-

garding odd and even bonds as defined in the figure, the odd bond symmetry however does

not distinguish between |ΨA〉 and |ΨB〉.

3.2.1 Classification

To reveal the topological nature of this symmetry protected phase, we add diagonal disorder

that breaks all but one inversion symmetry around the bond between site j = 1 and j = 2

Ĥdisorder =
∞∑
j=1

εj(n̂1+j + n̂−j), (3.8)

where εj is bounded disorder that is uniformly distributed in a fixed interval (−ε, ε). Note

that the disorder strength ε should be small compared to the energy gap between the two low

energy states and the continuum of states above. Without loss of generality we can choose the

origin of the disorder potential such, that the remaining inversion symmetry is an odd bond

inversion Îodd. The only symmetry remaining does not distinguish the two ground states

Îodd|A〉 = |A〉 and Îodd|B〉 = |B〉. (3.9)

We now reconsider the Thouless pump introduced in the previous chapter. Again the

addition of a symmetry breaking potential as defined in Eq. (2.8) is used to define a path

through two dimensional parameter space spanned by ∆ and t1/t2 such that the two low

energy states always remain separated from the continuum. After every half cycle of this
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pump the symmetry Îodd is restored, however it requires more than a full cycle to return to

the systems initial state as shown in Fig. 3.2(a) and (b).

After half a Thouless cycle the Hamiltonian is again inversion symmetric regarding the

bond between j = 1, 2. The state |ΨA′〉 of the system, however breaks this inversion symmetry.

After three more half Thouless cycles the state returns to the initial |ΨA〉 and we find for the

bond inversion symmetry of all states involved

Îodd|ΨA〉 ≈ ±|ΨA〉 and Îodd|ΨB〉 ≈ ±|ΨB〉, (3.10)

Îodd|ΨB′〉 ≈ |ΨA′〉. (3.11)

Whereas for |ΨA′〉 the site to the left of the symmetry bond is occupied (L), for |ΨB′〉 the site

to the right is occupied (R) and we can therefore classify them by this symmetry breaking. In

order to classify the bulk non symmetry breaking states |ΨA〉 and |ΨB〉, we instead must use

the winding number ν, regarding the symmetric bond, as defined in Eq. (2.10). Whereas for

state |ΨA〉 the winding is νA = 0, for |ΨB〉 a particle is delocalized across the relevant bond

and we find a winding of νB = 1. Therefore all four configurations of the quarter filled EBH

model can be classified only with the combination of a topological quantum number and a

symmetry related quantum number as summarized in Fig. 3.2(c).

3.2.2 Chern number

The non trivial topology of the EBH model can furthermore be revealed in the two dimensional

parameter space spanned by the Thouless pump cycle ϑ defined in Fig. 3.2 (b) and the twisting

angle θ used for the definition of the winding number ν. For gapped systems with a single,

unique ground state the Chern number is defined as

Ch =
1

2π

∫ 2π

0
dθ ∂θν(θ) ∈ Z, (3.12)

which is the winding of the winding number. For the BH model discussed in the previous

chapter we found Ch = 1 inherited from the bandstructure of the free fermion SSH model.

Here the situation is more intricate as the ground state manifold contains two states. Before

we turn to the stringent calculation via a generalized Berry connection, we motivate the

fractional nature of the quarter filling phase.

Consider a system of L = 4l, l ∈ Z sites with periodic boundary conditions. The two

low energy states are hybrids of the symmetry breaking states |ΨA〉, |ΨB〉 are near degenerate

with a gap exponentially small in system size. If we follow only state |ΨA〉 through a TP

cycle it will be mapped to state |ΨB〉 and only after a second TP cycle it returns to itself.

Along this path we can calculate the winding number. The winding number becomes non

zero, when a particle is delocalized across the boundary of the system and it changes from

0 to 2π during the crossing. Note that here only after two cycles a single particles has once

crossed the boundary and therefore the average winding of the winding number per TP is

Ch = 1/2. (3.13)

A more formal derivation of this result can be given by fully taking into account the
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degeneracy of the ground state manifold [133].

Ch =
1

2

∫ 2π

0
dθ ∂θ[Im log det Ŵ (θ)], (3.14)

with Ŵ (θ) = P
[
− i
∫ 2π

0
dθ′Â(θ′, θ)

]
, (3.15)

where Â(θ′, θ) is the non-Abelian generalization of the Berry connection. For the EBH model

here, above expression has been evaluated numerically by Fabian Grusdt for small systems

via exact diagonalization and the result is identical to the intuitive Ch = 1/2.

3.3 Edges and Fractional Excitations

So far we have only considered the bulk properties of the EBH model with a superlattice. In

the following section we will introduce boundaries and begin the discussion of edge physics

within the simpler projected model. We then apply our classification scheme for bulk systems

and introduce the notion of quasiholes and quasiparticles. Finally we show how introducing

twisted bonds in open boundary systems is related to the polarization and how this can be

used to illustrate the emergent fractional excitations.

3.3.1 Projected model

The basis of the projected model was the introduction of new bosonic operators for the low

energy state within the individual unit cells. Importantly we choose as unit cell the two

sites that are connected by the larger hopping amplitude. The introduction of boundaries is

trivial when they only cut weak bonds. If however the boundary cuts a strong bond, we must

redefine the effective operators at the edge. For example at the left edge we then identify

b̂1 = â1, which has consequences for the hopping and interactions near the boundary, but

most importantly for the local potential. This is illustrated in Fig. 3.3(a), where we show the

projected model for a system of size L = 2+4l, l ∈ Z, where both boundaries cut weak bonds.

At smaller than half filling in the projected model, particles can avoid both, interaction

with particles in adjacent unit cells and to be placed on higher energy sites at the edges. Due

to repulsion, the unit cells adjacent to the single edge site will be occupied. Exactly at half

filling two options have to be considered and they are both illustrated in Fig. 3.3(a). Either

one particle is placed at the edge at the energy cost of approximately t1 or the edges are

unoccupied and a single pair of bosons on adjacent sites has to be placed in the bulk with

energy cost w.

3.3.2 Fractional excitations and edge delocalization

Here the fractional nature of the quarter filling MI becomes apparent. Consider a separation

of the one dimensional system into three connected regions. A center bulk region and the two

regions that can be attributed to the boundaries. We want to classify the state within each

region in terms of the scheme introduced in Sec. 3.2.1. As the underlying lattice is fixed we

must only distinguish between states |A〉 and |B〉, where we choose the left edge as a reference

point without loss of generality. Microscopic details determine whether both edges enforce

identical or different bulk states A,B in the adjacent region. From topology we deduce that

regions with different configurations can not be connected without closing the energy gap. For

the EBH model this closing of the gap is realized via the introduction of fractional excitations.
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Figure 3.3: Finite size systems of length L = 2 + 4l, l ∈ Z of the EBH model with next and
next-next neighbor interaction and a superlattice with t1 = 5t2. The boundaries are chosen
such that they cut weak bonds t2 (a) Schematic representation of the projected model and
the possible configurations of particles around half filling. (b) Density distribution in a large
system of L = 66 obtained by Richard Jen using DMRG methods. (c) Local winding νj for
the quasihole example in (b). Colors represent lattice sites mod(j, 4) = 1 (red), mod(j, 4) = 1
(black), mod(j, 4) = 1 (green) and mod(j, 4) = 1 (blue) and lines are guides to the eye.

In the first and third example we give in Fig. 3.3(a) the edges are incompatible and the

difference is resolved by a quasihole (quasiparticle) that is delocalized in the center bulk

region. These fractional excitations are different from the excitations of for example a con-

ventional unit filling MI. Whereas single holes and doublons can be created by strictly local

operations, one can not introduce quasiexcitation into the system without applying a global

transformation, shifting the entire bulk to the left or right of the excitation by one unit cell.

In Fig. 3.3(b) we show the density distribution obtained from DMRG simulations of the

full SL-EBH model for a system of size L = 66 = 2+2×32. Parameters are in correspondence

to the three scenarios discussed above and displayed in Fig. 3.3(a). As for the SL-BHM we

must modify the bulk phase diagram when considering systems with boundaries and add

critical lines for the addition of a single particle. We here must further take into account the

transition from an excitation bound to the edge and a delocalized quasiexcitation in the bulk.

In Fig. 3.4(a) we show the subdivided phase diagram for the quarter filling phase with non

trivial edges.

Results can be interpreted within the effective model introduced in Section 3.1.1 and the

quasiexcitation picture. Within the effective model, we have to consider an even number of

unit cells with local potential −t1 and two edge sites, which have zero local potential. Below

the critical red line, the edge sites remain empty and the bulk is exactly quarter filled with

particles and a single quasihole. When increasing the chemical potential beyond a critical

chemical potential µc, at small hopping a single particle is added at one of the two edges, cf.

the inset of Fig. 3.3(a). Notice the spontaneous symmetry breaking, the state is degenerate

with the configuration where the particle is localized on the opposite end. The presence of

this edge particle compresses the bulk phase and the quasihole is removed. Therefore the

critical chemical potential is to lowest order given by µc = t2.

For hopping t1 larger than a critical value, displayed in Fig. 3.3(a) as the separating solid

line between red and blue shaded area, it becomes favorable to place the additional particle

within the bulk. This reduces the overall energy by t1, but costs a single interaction energy
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w. The critical chemical potential in this regime is then given by µc = w− t1. We have added

these approximate results as dashed lines in Fig. 3.4(a) and find qualitative agreement.

Quantitatively the two results disagree because of the neglected effects of finite t2. This for

example becomes apparent for the density distribution of the quasiparticle in Fig. 3.3(b),

where densities within a unit cell are not symmetric.

Using the participation ratio defined in Eq. (2.16), we have characterized the transition

from a localized edge excitation to a delocalized quasiparticle in the bulk. Results for various

system size are displayed in Fig. 3.4(b).

3.3.3 Polarization and winding number

We generalized the Zak phase for non interacting fermionic systems in the previous chapter

by introducing the winding number for systems with periodic boundary conditions. We here

briefly discuss similar winding numbers in open boundary condition systems that are easily

accessible with DMRG simulations. Given a Hubbard model as defined in Eq. (3.1) the local

winding number νj is defined as the Berry phase we obtain by introducing a local flux at

hopping j, tj → tje
iϕ and calculating

νj =
1

2πi

∫ 2π

0
dϕ〈Ψ(ϕ)|∂ϕ|Ψ(ϕ)〉, (3.16)

where |Ψ(ϕ) is the ground state with introduced flux. The initial problem has purely real

hopping tj ∈ R and we introduce the local flux ϕ at hopping s into the system. In absence of

periodic boundary conditions, we can always introduce a gauge transformation of the bosonic

operators and return to the original problem. The ground state is identical in the transformed

basis

|Ψ(ϕ)〉 =
∑

m1,··· ,mL

Ψm1,··· ,mL d̂
†,m1
1 · · · d̂†,mLL |0〉, (3.17)

=
∑

m1,··· ,mL

Ψm1,··· ,mL â
†,m1
1 · · · â†,mLL e−iϕ(ms+1+···+mL)|0〉. (3.18)

If we calculate the winding number

νs =
1

2πi

∫ 2π

0
dϕ〈Ψ(ϕ)|∂ϕ|Ψ(ϕ)〉 (3.19)

=
1

2πi

∫ 2π

0
dϕ〈Ψ(0)| − i

L∑
j=s+1

n̂j |Ψ(0)〉 (3.20)

= −
L∑

j=s+1

〈n̂j〉. (3.21)

and consider the remaining gauge freedom, the winding number is only well defined modulo

one

νs = −
L∑

j=s+1

〈n̂j〉 mod 1. (3.22)

It is therefore nothing but counting the number of particles to the right, respectively to the

left with a negative sign, of the bond the flux was introduced.

Only in the presence of additional symmetries νs is guaranteed to be quantized. Nonethe-
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Figure 3.4: (a) Phase diagram of the quarter filling MI with nontrivial topology as discussed
in the text. Besides the upper and lower boundary of the incompressible phase at quarter
filling, we find an intermediate critical chemical potential, where a single particle is added as
shown in the lower left inset. (b) Melting of the edge excitation into the bulk as characterized
by the participation ratio ξp for varying system sizes as a function of hopping t1. Other
parameters are t1 = 5t2, V1 = U/5 and V2 = U/10. Numerical simulations were carried out
by Richard Jen.

less it allows a very insightful representation of the density distributions. Consider the first

example in Fig. 3.3(a), as discussed earlier within a small region close to the left edge the state

is approximately in configuration A, whereas at the opposite end of the chain, the system is

in the second configuration B and this difference has to be interpolated by a quasihole within

the bulk. For the winding number νs we then find

ν1 = 0, ν2 = 0.5, ν3 = 0, ν4 = 0,
...

...
...

...

ν61 = 0, ν62 = 0, ν63 = 0, ν64 = 0.5.

(3.23)

The density distribution in extended systems is approximately periodic with period 4. The

mismatch from left to right state is illustrated by the mismatch in the winding numbers. In

Fig. 3.3(c) we display νs for all lattice sites and find that due to the delocalized quasihole the

mismatch is smoothly interpolated in the center bulk region.

Conclusion

In this chapter we studied the incompressible quarter filling phase in the SL-EBH model

that emerges from the flat topological bands of the SL-BH model studied in the previous

chapter and additional long range interaction. Similar to related work in the past, we found a

degeneracy of the ground state and a fractional Chern number of Ch = 1/2 per ground state

[125]. Based on our experience with the Thouless pump we introduced a second classification

scheme based on symmetry protected topological order in one dimension. We showed that

a combination of a topological winding number and inversion symmetry breaking is required

to completely classify the different phases of the SL-EBH model. Classification in terms of

both a conventional symmetry breaking order and topological order, has been proposed as a

general approach towards interacting topological phases of matter by Chen et al. [52].



40 CHAPTER 3. EXTENDED BOSE-HUBBARD MODEL ON A SUPERLATTICE

As for the SL-BH model, edge states emerge for non trivial boundary conditions. Again,

we find that for increasing hopping, the bulk boundary correspondence does only guarantee

the existence of the hole state, as long as one stays in the incompressible phase. States with

a localized particle at the edge, hybridize with quasiparticle states in the bulk and are not

occupied for large hoppings. We introduced the local winding number as an intuitive repre-

sentation for the local density, which reveals how fractional excitations in the bulk interpolate

between different configurations at the boundaries of the system.



Chapter 4

Thin-Torus Limit of a FCI in

Bosonic Systems

It is a long standing goal in the cold atom community to realize interacting models with strong

magnetic fields and prepare interesting ground states, such as the Laughlin states [71]. We

here propose a setup for the realization of topological states with strongly interacting bosons

and experimental techniques that are already realized in present experiments. To this end,

we consider the thin-torus-limit [134, 135, 136] of a 2D fractional Chern insulator on a square

lattice [137, 138] (cf. Fig. 4.1(a)), and show how it can be implemented in experiments with

ultracold quantum gases. The resulting ground state is a CDW at average filling % = 1/8

per lattice site and is related to the ν = 1/2 Laughlin state [71] in the 2D limit. It can as

well be interpreted as a symmetry protected topological phase [136] (protected by inversion

symmetry), similar to the discussion of the extended BHM in the previous chapter. In addition

our model includes the possibility of twisted boundary conditions around the short perimeter

of the torus, with a fully tunable twist angle θx (cf. Fig. 4.1 (b)). Adiabatically changing

this twist angle by 2π realizes a many-body version of a Thouless pump [59, 129], which is

fractionally quantized, see Fig. 4.1 (c). The following discussion is based on the publication

[H-2014b].

In Sec. 4.1 we introduce the model and show that it is identical to the thin-torus limit of

the 2D Hofstadter-Hubbard model. Possible experimental realizations are discussed, that use

time dependent lattice modulations to generate the artificial gauge fields required. In Sec.

4.2 we elucidate on the topological properties in the non-interacting case, and show that they

enable a realization of a Thouless pump. In Sec. 4.3 we return to the discussion of interacting

bosons, where DMRG results for the melting of the CDW at weak interactions and the system

in a harmonic trap are presented. We finally discuss the topological classification of the ground

state in Sec. 4.4.

41
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Figure 4.1: Using commensurate optical lattice potentials, interacting bosons in 1D ladder
systems (a) can be realized. When the hopping elements across the ladder alternate between
values t1 and t2, see Eq. (4.4), and every second hopping on one leg along the ladder has
a phase π, the thin-torus limit of the 2D Hofstadter Hubbard model (at flux per plaquette
α = 1/4) can be realized (b). Which of the hoppings on the right leg have a non-trivial
phase π depends on the value of σ = ±1. The boundary conditions are periodic across the
ladder, with a tunable twist angle θx, corresponding to magnetic flux θx/2π threading the
smaller perimeter of the torus. The ground state is an incompressible CDW with average
occupation % = 1/8 per lattice site, related to the 1/2 Laughlin state of the 2D model. The
density distribution 〈n̂j,L〉 = 〈n̂j,R〉 is shown in two unit-cells, taken from a larger system with
open boundary conditions, for different values of θx in (c). The change of θx from 0 to π
corresponds to a quarter-cycle of the fractionally quantized Thouless pump.

4.1 Model

We consider the following Bose-Hubbard type model of bosons hopping between the links of

a 1D ladder, see Fig. 4.1(a),

Ĥ = −J
L∑
j=1

(â†j+1,Lâj,L + σ(−1)j â†j+1,Râj,R + h.c.)

−
L/2∑
n=1

(t1â
†
2n−1,Lâ2n−1,R + t2â

†
2n,Lâ2n,R + h.c.)

+
L∑
j=1

[U
2

∑
µ=L,R

n̂j,µ(n̂j,µ − 1) + V (j − (L+ 1)/2)2n̂j,µ

]
. (4.1)

Here âj,µ and â†j,µ are bosonic annihilation and creation operators on the left (µ = L) or the

right (µ = R) leg of the ladder, at the horizontal link j. The first line describes hopping along

the ladder (vertical links in Fig. 4.1(a)) with amplitude J . On the right leg an additional

phase π is picked up on every second bond, for σ = +1 from even j to odd j + 1 and for

σ = −1 from odd j to even j + 1. Along the horizontal bonds in Fig. 4.1(a) the tunneling

rates are alternating between t1 and t2, both assumed to be real-valued and positive. In the

third line we added on-site Hubbard-type interactions of strength U and an external harmonic

trapping potential.

4.1.1 Relation to the thin-torus-limit of the Hofstadter-Hubbard model

Now we show how the model (4.1) can be related to the thin-torus-limit of the 2D Hofstadter-

Hubbard model with flux per plaquette α = 1/4 (in units of the flux quantum). For a general
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Figure 4.2: (a) For the 2D Hofstadter Hubbard model at flux per plaquette α = 1/4 we make
a gauge choice leading to a two-by-two magnetic unit-cell. Supplemented by twisted boundary
conditions in x-direction (twist-angle θx), an effective 1D ladder model is obtained when the
thin-torus-limit is considered (b). When an additional gauge transformation is applied, leaving
invariant the magnetic flux Φ1,2 in every plaquette, the ladder model described by Eq.(4.1) is
obtained (c).

flux per plaquette α the latter is described by a Hamiltonian [137, 138]

ĤHH = −J
∑
x,y

(â†x,yâx+1,ye
−iπαy + â†x,yâx,y+1e

iπαx + h.c.) (4.2)

+
U

2

∑
x,y

n̂x,y(n̂x,y − 1), (4.3)

where the gauge field is encoded in the Peierls phases. When a particle is hopping around

a plaquette these phases sum up to α × 2π. For the special case of α = 1/4 we here make

a different gauge choice shown in Fig. 4.2 (a). Next we consider this model on a torus of

size Lx × Ly with twisted boundary conditions along x, i.e. ψ(xm + Lx) = eiθxψ(xm) where

xm is the coordinate of the m-th particle, m = 1, ..., N . Such boundary conditions can be

implemented by adding additional phases θx to the hoppings from (Lx, jy) to (1, jy) for all

jy = 1, ..., Ly.

We perform the thin-torus-limit by setting the length Lx = 2 equal to two lattice sites,

yielding an effective ladder system as shown in Fig. 4.2(b). Because of the periodic boundary

conditions along x there are two possibilities how a boson can tunnel from the left to the

right leg of the ladder, originating from paths across the top and bottom of the torus. When

summing up these contributions, we obtain complex hoppings across the ladder τ1 = J(1 +

e−iθx) from (2n−1,L) to (2n−1,R) and τ2 = iJ(1−e−iθx) from (2n,L) to (2n,R) (site-labels

as in Eq.(4.1)), see Fig. 4.2(c). The hopping elements along the legs of the ladder are real

and given by −J at links (2n− 1,R) to (2n,R) and J at all other links.

To show the equivalence of the thin-torus Hofstadter-Hubbard model to the Hamiltonian

(4.1) we now define t1,2 := |τ1,2|, yielding

t1 = J
√

2(1 + cos θx), t2 = J
√

2(1− cos θx), (4.4)

such that the absolute values of all hopping amplitudes in both models coincide. Thus, we

only have to calculate the magnetic fluxes through each of the plaquettes of the ladder and

show that they coincide in both models. In the thin-torus-limit of the 2D model we obtain

fluxes Φ1 = [1 + sign(sin θx)]/4 and Φ2 = [1 − sign(sin θx)]/4 in units of the magnetic flux
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Figure 4.3: (a) Static optical lattices for the ladder system. (left) The initial lattice realizes
the ladder separation with t1 = t2, which can be modified by adding the interference pattern
of two short wavelength beams (right). (b) The modulated optical lattice (left) still has a
ladder type structure but in general the hoppings t1 6= t2 are non equal as illustrated by the
cuts of the potential (right).

quantum, see Fig. 4.2(b), (c). Choosing

σ = −sign(sin θx) (4.5)

in Eq. (4.1) we obtain the same fluxes in the 1D ladder model. Therefore the thin-torus-limit

of the α = 1/4 Hofstadter-Hubbard model is equivalent to the model in Eq. (4.1), up to a

unitary gauge transformation Û(θx), which depends explicitly on the twist-angle θx.

Let us mention that a different version of the thin-torus-limit of the Hofstadter model at

arbitrary flux per plaquette α was studied in [139]. In contrast to our model, this work did not

take into account periodic boundary conditions across the ladder, resulting in a homogeneous

flux Φ1 = Φ2 = α per plaquette and equal hopping amplitudes corresponding to |t1| = |t2| =
|J | using our notations. As a consequence the authors could study interesting edge states,

carrying chiral currents along opposite edges of the ladder. Within our model on the other

hand, we can study the effect of tunable twisted boundary conditions across the ladder. In

addition, we study interactions between bosons.

4.1.2 Possible experimental implementation

Next we discuss a possible experimental realization of our scheme. The first required ingredient

is a superlattice for creating ladders (with a four-site unit-cell), which has been implemented

experimentally, see e.g. [140, 141]. The second ingredient is a (staggered) artificial gauge field,

which has been experimentally demonstrated as well [142, 23, 41, 42, 9]. The implementation

of the Hamiltonian (4.1) is motivated and closely related to the recent experiment [9], and we

here propose a simple modification to realize the thin-torus limit.

The realization of the necessary Peierls phases is based on a proposal by Kolovsky [39].

Bare hopping along the along the legs of the ladders is strongly suppressed by a static staggered

potential. By introducing additional time dependent lattice modulations, the hopping can be

restored with a controlled phase. Details of the derivation are given in Appendix 14. We will

first discuss the necessary static optical lattices to realize the ladder system with tunable t1
and t2 and staggered potential. Hereafter we present our proposal for the implementation of

the required lattice shaking.

To begin with, our scheme requires a cubic lattice created by standing waves with short

wavelength λS both in x and y direction. We choose the origin such, that lattice sites are

centered at xj,L = 0, xj,R = λS/2, yj,µ = (j − 1)λS/2. Additional standing waves with long

wavelength λL = 2λS are required in both directions. The strong long-lattice along x separates
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the individual ladders, whereas the weaker long-lattice along y induces a staggered potential

of strength ∆ along the legs that is indicated by alternating white and grey filled sites in

Fig. 4.3(b). This staggered potential is required for realizing the artificial magnetic field. We

will denote the bare hopping elements in the so-obtained ladder by Jy (along the ladder) and

Jx (across the ladder). We now turn to the implementation of the hoppings t1,2 connecting

the legs of the ladder. Without further modifications of the described setup, they are given

by t1 = t2 = Jx. Applying a time-periodic modulation with strength V0 such that J = Jx/
√

2

readily realizes the cases θx = ±π/2. They are of special relevance, because the resulting model

is inversion symmetric around the center of links on the legs. As will be shown below, the

model supports inversion-symmetry protected topological phases at these parameter values.

In order to realize arbitrary values of θx, the hoppings t1,2 can be manipulated with a

second independent square lattice rotated by 45◦, such that the potential barrier along every

second horizontal bond of the ladder is increased, when the lattice is properly adjusted. This

increase in the potential barrier results in an exponential suppression of tunneling according

to Eq. 1.9. To create the rotated square lattice, an additional sideband of the short wave-

length laser is added in x and y direction and both beams are retro reflected. The resulting

interference pattern realizes the required rotated square lattice with lattice constant λS/
√

2.

Lastly we note that the periodic modulation used to restore hoppings along the ladder re-

duces the tunneling amplitudes t1,2 between the legs. This gives rise to effective hoppings

teff
1,2/t1,2 = 1− (2−

√
2)V 2

0 /(4∆2), but the effect can be neglected for large ∆.

The alternating flux Φ1,2 = 0, 1/2 (in units of the magnetic flux quantum) can be realized

with a similar configuration as in the experiment [9], where a homogeneous flux of α =

1/4 was realized via laser assisted tunneling [143]. Bare hopping along the legs is strongly

suppressed by the staggered potential ∆ � Jy, but can be restored by resonant modulation

of the potential landscape. This can be achieved by a time-dependent potential of the form

V (x, y, t) = V0 cos(∆t + gx,y), and as pointed out by Kolovsky [39] the freedom in choosing

the phase-shifts gx,y allows to implement Peierls phases – and thus to create artificial gauge

fields. To implement a suitable time-dependent potential experimentally, two side-bands of

the long-wavelength laser can be employed. They make up four additional beams, two red-

detuned ones with frequencies ωr1 and ωr2, and two blue-detuned ones at frequencies ωb1
and ωb2. When the red sidebands are sufficiently far detuned from the blue sidebands, i.e.

ωrj − ωbj � ∆ for both j = 1, 2, interference terms between them can be neglected and they

can be treated separately form each other. For the (complex) electric fields we have

Ei = E0[ei(ki,1x−ωi,1t+ϕi,1) + ei(−ki,1x−ωi,1t−ϕi,1) + ei(ki,2y−ωi,2+ϕi,2)]

= E0

[
2 cos(ki,1x+ ϕi,1)e−iωi,1t) + ei(ki,2y−ωi,2+ϕi,2)

]
, (4.6)

|Ei|2 = E2
0

[
1 + 4 cos2(ki,1x + ϕi,1)

+ 4 cos(ki,1x+ ϕi,1) cos(ki,2y + (ωi,1 − ωi,2)t+ ϕi,2)
]
. (4.7)

We now move on by constructing suitable interference patterns between the red-detuned

and blue-detuned pairs of beams respectively, with relative frequencies ωi = ωi,2 − ωi,1 where

i = r, b. These beat frequencies give rise to the required modulation of the potential in time

with frequency ∆, and we chose them to be ωr = −∆, ωb = ∆. As in [9] both beams (r, 1)

and (b, 1) are retro reflected in x direction to form standing waves, see Fig. 4.4(a), and they

interfere with running waves (r, 2) and (b, 2) in y direction. This configuration gives rise to
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Figure 4.4: (a) Possible realization of the ladder system with half a magnetic flux-quantum
piercing every second plaquette, cf. Ref. [9]. By interference of standing waves from a red (r)
and a blue (b) detuned sideband of the long-lattice laser in x direction with corresponding,
slightly detuned running waves along y direction, two independent lattice modulations (upper
blue and lower red plot in (b)) are created. Each acts on a single leg of the ladder and
they move in opposite directions along y, as shown by the amplitude of the modulations for
different times in (b).

the time-dependent interference patterns shown in Fig. 4.4(b)

Vr(x, y, t) = V0/4
[
1 + 4 cos2(kLx)

+ 4 cos(kLx) cos(kLy + ∆t− π/4
]
, (4.8)

Vb(x, y, t) = V0/4
[
1 + 4 sin2(kLx)

+ 4 sin(kLx) cos(kLy −∆t− π/4
]
. (4.9)

From Fig. 4.4(b) we recognize that the phase of the retro reflected red sideband is chosen such

that the modulation created is restricted to the left leg of the ladder and moves in negative

y direction in time. The blue sideband, vice-versa, leads to a modulation restricted to the

right leg of the ladder which is moving in positive y-direction in time. This counter-directed

movement of the potential modulation introduces angular momentum into the system, which

mimics the effect of a magnetic field.

Now, as desired, every lattice site is subject to a time-dependent modulation of the local

potential Vj,µ = V0 cos(∆t+gj,µ) (with µ = L,R). From Eq. (4.9) we read off the phase shifts,

which are given by

gj,L = −3π/4 + jπ/2, and gj,R = 3π/4− jπ/2. (4.10)

To proceed and calculate the resulting Peierls phases, let us consider the simplified case

when two lattice sites 1 and 2 are coupled by a hopping element Jy, where the second site

is detuned by an energy ∆ � Jy from the first one. Resonant periodic modulations of

adjacent local potentials Vy,µ, Vy+1,µ with frequency ∆ and phases gy,µ and gy,µ restore strong

hopping. Indeed, the effective tunneling matrix element from (y, µ) to (y + 1, µ) is given by

Jeff = J(e−igy,µ − e−igy+1,µ)/
√

2 [9, 39], where we defined the amplitude J as

J = JyV0/(
√

2∆). (4.11)

Further details on shaking assisted tunneling and the regime of validity for the effective de-
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scription are given in Appendix 14.

Returning to the ladder model, we finally find for the induced hoppings

J(j,L),(j+1,L) = −eijπJyV0/(2∆)(eigj,L − eigj+1,L)

= Jeijπ/2, (4.12)

J(j,R),(j+1,R) = −eijπJyV0/(2∆)(eigj,L − eigj+1,L)

= Je−ijπ/2. (4.13)

The above configuration can be mapped to Eq. (4.1) via a gauge transformation.

4.2 Topology in the non-Interacting System – Thouless Pump

We start the analysis of our model by investigating non-interacting bosons. In this case

all properties of the bandstructure for the ladder model immediately follow from the 2D

Hofstadter model [144]. The lowest band of the 2D Hofstadter Hamiltonian at α = 1/4 is

characterized by a Chern number ChH = 1, which gives rise to a quantized Hall current

perpendicular to an applied external force. We show below that such quantized particle

transport along the 1D ladder survives in the thin-torus-limit, when the external force is

induced by inserting magnetic flux through the smaller perimeter of the torus. Experimentally

this corresponds to an adiabatic change of the twisted boundary conditions, ∂tθx 6= 0. A

change of θx by 2π can also be interpreted as one cycle of a Thouless pump [59].

By construction of the ladder model the Bloch wavefunctions |v(θx; ky)〉 are related to the

Bloch solutions of the two dimensional Hofstadter model via a gauge transformation

|v(θx; ky)〉 = Û(θx)|u(θx, ky)〉. (4.14)

The Zak phase is invariant under gauge transformation and therefore the 1D ladder model

reproduces the 2D model ϕZak(θx) = ϕZak(θx)|H.

A characteristic feature of the Hofstadter model at α = 1/4 is that its lowest band is

topologically non-trivial, with a Chern number CH = 1. The Chern number can be directly

related to the winding of the Zak phase [145],

ChH =
1

2π

∫
BZ
dkx ∂kxφZak(kx)|H (4.15)

=
1

2π

∫ 2π

0
dθx ∂θxφZak(θx) = Ch. (4.16)

Now we discuss the physical consequences of the non-trivial Chern numbers Ch = ChH = 1.

In the case of the 2D Hofstadter model, it is related to the Hall current induced by a constant

external force [43, 44]. This current was recently measured with essentially non-interacting

atoms, in ultra cold Fermi gases [42] and also with ultra cold bosons homogeneously populating

the lowest Bloch band [9]. In the thin-torus limit of the Hofstadter model, a constant force

around the short perimeter of the torus can be applied by adiabatically changing the twist

angle in the boundary conditions, F ∝ ∂tθx. Like in the 2D model, this leads to a Hall

current perpendicular to the induced force – i.e. along the ladder – which is quantized and

proportional to the Chern number Ch.

An alternative interpretation of the quantized current in the 1D model (4.1) is given by

the concept of a Thouless pump [59]. To understand this, we note that the Zak phase is
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Figure 4.5: (a) The particle-hole gap ∆CDW of the incompressible phase at filling % = 1/8 for
varying interaction strength U/J = ∞, 5, 2 extrapolated from finite system size calculations
at Ly = 18, 24, 32. This gap corresponds to the plateaus in the %(µ) diagrams shown in (b)
for U/J = ∞ at system size Ly = 48. Note that for θx = π/2 the plateau has a kink in its
middle where %(µ) changes, corresponding to the addition of a single particle. This is not a
bulk effect, however, because the additional particle is localized at the edge of the system.

related to the macroscopic polarization P = aφZak/2π, where a is the extent of the magnetic

unit-cell in y-direction [146]. Now, by definition (4.16), it follows that the Zak-phase changes

continuously from 0 to Ch × 2π when the parameter θx is adiabatically changed by 2π in

a time T . This corresponds to a quantized change of the polarization by ∆P = Ch × a,

or a quantized current Ch × a/T . In Sec. 4.4 we will give an intuitive explanation of the

microscopic mechanism of this effect in the 1D ladder system.

Experimentally the Thouless pump could be detected by loading non-interacting ultra

cold atoms (bosons or fermions) into the lowest Bloch band. Then, comparing in-situ images

of the atomic cloud before and after adiabatically changing θx by 2π reveals the quantized

current. This is similar to the measurements performed recently on the 2D Hofstadter model

[42, 9]. Now we turn to the discussion of interacting atoms, where we will give an example

for a fractionally quantized Thouless pump corresponding to a Chern number Ch = 1/2.

4.3 Interacting Topological States

We now turn to the discussion of the ladder model with local Hubbard-type interaction U of

the bosons. In the 2D limit of the Hofstadter-Hubbard model the existence of an incompress-

ible Laughlin-type ground state has been established numerically for fluxes within a range

α = 0...0.4 [137, 138]. For α = 1/4 studied in this paper we thus expect a fractional Chern

insulator at a magnetic filling ν = N/Nϕ = 1/2, where N is the number of particles and

Nϕ the number of flux quanta in the system. The average occupation number of each lattice

site is thus % = 1/8 in this phase. Now we will show using DMRG calculations that in the

thin-torus limit an incompressible CDW survives at the same filling. We study the robustness

of this phase when the interaction strength U is lowered. In an additional harmonic trap the

incompressible phase is shown to be robust enough to form plateaus of constant density.
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4.3.1 Grand-canonical phase diagram

We use a Matrix Product State (MPS) based algorithm to find the ground state of finite

size ladder systems with open boundary conditions (obc) [109]. MPS are very well suited

to approximate the CDW like states, which we expect in the incompressible phase and can

– with increased resources – also describe the melting of the CDW at fillings near % = 1/8.

By varying the chemical potential we have determined the ground state energy for particle

numbers around N ≈ Ly/4 (corresponding to % = 1/8) and three different interaction energies

U/J = 2, 5,∞. Due to symmetries it is sufficient to consider twist angles in the parameter

range θx ∈ [0, π/2].

We now define the critical chemical potentials µ1/8± as the upper and lower boundaries of

the incompressible CDW phase. In Fig. 4.5(a) we show the corresponding particle hole gap

∆CDW = µ1/8+ − µ1/8− extrapolated to thermodynamic limit from finite system results at

Ly = 16, 24, 32. Strong interactions stabilize the non trivial CDW that is protected by a gap

on the order of ∆U=∞
CDW ≈ J/6. At moderate interaction U = 5 the incompressible phase is still

protected by ∆U=5
CDW ≈ J/12, whereas for U = 2 the gap almost closes and the CDW phase

vanishes.

The topological nature of our system and the presence of obc edges have to be taken into

account when analyzing dependence of the particle number N(µ) on the chemical potential,

as shown in Fig. 4.5(b). At θx = 0 we find a single plateau at filling % = 1/8, however at

θx = π/2 this plateau is split by the addition of a single particle at intermediate chemical

potential. This is an edge effect and strongly dependent on the choice of boundary conditions

[H-2014d], allowing us to interpret the full plateau as an incompressible bulk phase.

4.3.2 Harmonic trapping potential

The incompressible, integer filling phases of the conventional Bose-Hubbard model can be

nicely demonstrated in harmonically trapped systems where Mott-insulating plateaus of con-

stant density emerge, surrounded by superfluid regions (”wedding-cake” structure). We here

show that in a similar fashion the non trivial CDW phase on the ladder could be visualized

in harmonically trapped gases.

Using the MPS code (with increased bond dimension to correctly describe the compressible

regions in the trap) we have calculated the density distribution in traps up to size Ly = 128

for fixed global chemical potential µ. The trap depth V is chosen such that from local

density approximation we expect a wedding cake structure of quarter filling in the center,

a compressible transition region and a large incompressible region of filling % = 1/8 before

vacuum. As we show in Fig. 4.6 this picture is well reproduced by the numeric simulation,

where the local density 〈n̂j,L〉 reveals the CDW nature. To check the incompressibility of the

phases, we calculated the averaged density nj = 1/8
∑j+2

i=j−1〈n̂i,L + n̂i,R〉. It illustrates the two

density plateaus in the regions predicted by the local chemical potential µ(x) = µ+ Vtrap(x)

and the critical chemical potentials µ1/8,± calculated in the previous section.

The outer incompressible phase is the CDW state at filling % = 1/8 we are mostly inter-

ested in, corresponding to a half-filled lowest Bloch band. The inner incompressible phase

at quarter-filling corresponds to a completely filled lowest Bloch band, and is similar to the

Mott phase of bosons in the lowest band of the 1D Su-Schrieffer-Heeger model [H-2014d].
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Figure 4.6: Local density of hard-core bosons with U/J = ∞ at θx = 0 in a harmonic trap
centered around j = 64.5 with V = 8.4 × 10−5J and µ = −2.4J and Ly = 128. While the
density along the left leg (blue squares) demonstrates the density wave character, the averaged
density (black solid line) reveals incompressible phases at fillings % = 1/4 and % = 1/8. The
vertical red lines indicate the phase boundaries between compressible and incompressible (blue
shading) phases in local density approximation

4.4 Topological Classification and Fractional Thouless Pump

Now we discuss the topological properties of the % = 1/8 CDW phase. We distinguish two

cases for the classification of the phase, the 1+1D model where the second dimension is defined

by the twist-angle θx = 0...2π, and the 1D model at points of highest symmetry θx = ±π/2.

In the first case, robust topological properties carry over from the ν = 1/2 LN state from

the 2D Hofstadter-Hubbard model. In the second case, the CDW constitutes a (inversion-)

symmetry-protected topological (SPT) phase which is not robust against symmetry breaking

disorder.

4.4.1 1 + 1D model and fractional Thouless pump

The ν = 1/2 LN state in the 2D Hofstadter-Hubbard model is characterized by a fractionally

quantized Chern number Ch = 1/2 [117, 138], and as will be shown shortly this carries over to

the 1 + 1D gapped CDW state. Before going through the details of the calculation, however,

let us give an intuitive physical picture.

As mentioned above, the Chern number is directly related to the quantized Hall current

in the 2D model (on a torus). If one unit of magnetic flux is introduced through the short

perimeter of the torus, i.e. ∆θx = 2π, a quantized Hall current around the torus is induced.

While in the case of an integer-quantized Chern number Ch = p the state returns to itself

immediately, when Ch = p/q takes a fractional value the state returns to itself only after

introduction of q flux quanta, ∆θx = q × 2π.

As discussed in the non-interacting case, an integer-quantized Thouless pump still exists

in the thin-torus limit when the twist-angle θx is adiabatically increased. This mechanism

carries over to the % = 1/8 CDW, as can be understood from a simple Gutzwiller-ansatz. To

this end we approximate the CDW by a product state

|CDW〉 =
∏
n

b̂†2n(θx)|0〉, (4.17)
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Figure 4.7: (a) Approximate Wannier orbitals (blue shaded) at the points θx of highest sym-
metry. (b) The U(2) Wilson-loop phase φW(θx) = Im log detŴ (θx) is shown for the % = 1/8
CDW, the winding of which gives the total Chern number. Exact diagonalization results
obtained by Fabian Grusdt for a system of size Lx = 2, Ly = 12 with periodic boundary
conditions and N = 3 particles for Nϕ = 6 flux quanta.

where b̂†j(θx) creates a boson in the Wannier orbital corresponding to unit-cell j. To under-

stand how the Wannier orbitals depend on θx, we approximate them at the points of highest

symmetry, θx = 0, π/2, π, .... To this end we search for the state of lowest energy within

each unit-cell, and note that in principle the residual coupling between unit-cells could be

treated perturbatively. The result is illustrated in Fig. 4.7(b). At θx = 0 the hoppings are

J , t1 = 2J and t2 = 0, such that Wannier orbitals are localized on every other rung, with an

energy of −t2 = −2J to zeroth order in the described perturbation theory. At θx = ±π/2 on

the other hand, the hoppings read J and t1 = t2 =
√

2J such that considering only rungs is

not sufficient. Instead we compare the energy of a particle hopping around a single four-site

plaquette with zero and π flux respectively. While in the latter case there are two degenerate

states with energy −
√

3J , for vanishing flux we find a non-degenerate state with lower energy

−(1 +
√

2)J .

Although we consider only local Hubbard-type interactions, the CDW state (4.17) is stabi-

lized by a finite gap ∆CDW to any excitations (it can also be interpreted as a Mott insulator).

This is due to a hopping-induced finite range interaction. If we calculate the Wannier orbitals

beyond the zeroth order approximation introduced above, nearest and next-nearest neighbor

orbitals acquire a finite overlap. Thus, if the twist-angle θx is adiabatically changed, the state

(4.17) follows the modified Wannier orbitals. Because they re-connect to their neighbors af-

ter a full pumping cycle, see Fig. 4.7(a), a quantized atomic current flows along the ladder.

Because – assuming periodic boundary conditions along y – the state only returns to itself

after two full pumping cycles, the Thouless pump is fractionally quantized, with a coefficient

(the Chern number) Ch = 1/2. This quantization is robust against any perturbations which

are small compared to the gap ∆CDW. The Thouless pump is also illustrated in Fig. 4.1(c).

A formal topological classification of the 1 + 1D model, following [129] has been carried

out by Fabian Grusdt. The degeneracy of the ground state on a torus requires a generalized

definition of the Chern number in terms of the winding ΦW of the U(2) Wilson loop Ŵ , which

is a non-Abelian generalization of the Zak phase [133]. Exact numeric evaluations for small

systems shown in Fig. 4.7(b) confirm the expected result for the many-body Chern number

of Ch = 1/2 per ground state.
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Figure 4.8: SPT classification of the many-body states at the points of highest symmetry
θx = ±π/2. The topological invariant ν is strictly quantized in presence of inversion symmetry
and defined via twisted boundary conditions as illustrated here.

4.4.2 1D model and SPT charge density wave

At special values of the twist angle θx = ±π/2 the model (4.1) is inversion-symmetric around

the center of links on the legs of the ladder. In this case, the CDW phase can be understood

as a SPT phase [136]. To come up with an elegant formal classification, the spontaneous

breaking of inversion symmetry by the CDW has to be carefully accounted for. Here we restrict

ourselves to the definition and calculation of a topological invariant ν, which is quantized to

ν = 0, π and protected by inversion symmetry.

The topological invariant we employ is the many-body Zak or Berry phase defined by

twisted boundary conditions along the ladder [118][H-2014d]. Like in the case of the Chern

number in the 1+1D case, we introduce the twist angle θy, however now the second parameter

θx = ±π/2 is fixed. In practice the most convenient way to implement twisted boundary

conditions is to multiply the hopping elements from the last to the first sites of the ladder

(which realize periodic boundary conditions) by the complex phase eiθy . Then the eigenstate

|Ψ(θy)〉 depends on θy and the Berry phase can be calculated as usual,

ν =

∫ 2π

0
dθy 〈Ψ(θy)|i∂θy |Ψ(θy)〉. (4.18)

From inversion symmetry it follows that ν = 0, π is strictly quantized [60, 105].

To calculate the topological invariant ν, we restrict ourselves to the simple representation

(4.17) of the CDW state |Ψ〉. Then we distinguish four different cases, illustrated in Fig. 4.8,

characterized by θx = ±π/2 and by which of the two states |CDW〉 and |CDW′〉 we use. To

begin with we note that only for θx = π/2 the link with the complex phase eiθy is part of an

atomic orbital, as defined in Fig. 4.8. Then in the trivial case (Fig. 4.8(b)) θx = π/2, |Ψ〉 is

independent of θy and thus ν = 0 vanishes for both CDW states. For θx = −π/2 on the other

hand, we have to distinguish between CDW and CDW’. Only for one of the two states, here

|CDW′〉, the link with the complex phase eiθy is part of an occupied atomic orbital. Thus

for the state described by CDW the wavefunction |Ψ〉 is independent of θy and ν = 0 again.

Finally we will show that the state CDW’ is topologically non-trivial with ν = π. To this

end, note that there is an occupied atomic orbital on the link connecting the last and the first

rung of the ladder. The energy of this orbital can not be changed by the complex phase eiθy ,

which is merely a gauge transformation, but the eigenfunction of the orbital ψm(θy) (with

m = 1, ..., 4 labeling the four sites), depends on θy. In fact, a simple calculation shows that
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the corresponding Berry phase is
∫ 2π

0 dθy
∑

m ψ
∗
mi∂θyψm = π. Because |CDW’〉 is a simple

product state it follows that ν = π in this case.

Conclusion

In summary, we have proposed and analyzed a realistic setup for the realization of a topolog-

ically non-trivial CDW state (at filling % = 1/8) of strongly interacting bosons in a 1D ladder

geometry. Our model was derived by taking the thin-torus limit of the 2D Hofstadter-Hubbard

model at flux α = 1/4 per plaquette. The ν = 1/2 Laughlin-type fractional Chern insulator

in this 2D model is directly related to the 1D CDW at filling % = 1/8. As a consequence,

the CDW has interesting topological properties: When adiabatically introducing magnetic

flux θx/2π through the small perimeter of the thin-torus, which can be realized by changing

the hoppings in our model, a fractionally quantized Hall current is induced along the ladder.

Alternatively, the CDW phase can be interpreted as inversion symmetry-protected topological

phase, characterized by a quantized topological invariant taking values ν = 0, π.

We proposed a scheme for the realization of our model using time-periodic lattice mod-

ulations, which already are realized in experiments. Using numeric DMRG calculations, we

determined the particle-hole gap of the CDW and found values of ∆CDW ∼ 0.1J , a sizable

fraction of the bare hopping J . When placed in a harmonic trap, the wedding cake structure

of the density provides a clear signature of the appearance of the topological CDW state.



54 CHAPTER 4. THIN-TORUS LIMIT OF A FCI IN BOSONIC SYSTEMS



Part III

Flux-Equilibrium in Open and Free

Systems
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Chapter 5

Critical Exponents in Driven

Fermionic Lattice Models

In the following chapters we will study models that are intrinsically out of equilibrium. Unlike

the closed systems we considered before, where interaction with external degrees of freedom

is merely an unwanted disturbance, here the strong interaction with external reservoirs is a

defining aspect. Fig. 5.1(a) illustrates the structure of the systems we consider. A complex

many-body systems with internal unitary dynamics that is subject to the strong influence of

an external reservoir coupling. We restrict to unidirectional couplings, where no back action

from system to reservoir is considered. The starting point of our discussion will always be

the dynamic equation for the density matrix of the internal system, much like Schrödingers

equation for the state of conventional closed quantum systems. Whereas ground states, or

thermal states, are an important part of the discussion of closed quantum systems, one im-

portant aspect of a non equilibrium system is its stationary state, the long time attractor of

the competition of internal dynamics and external influence.

We will characterize these states using our knowledge of closed quantum systems.

The kind of non equilibrium system we discuss, can be parted in two flavors. The first of

which is reservoir engineering, where intricate coupling schemes of well controlled systems to

external reservoirs realize specific driving forces [147, 10, 148, 17]. The second approach is

engineering specific internal dynamics, that together with trivial external decoherence drive

the system towards a desired stationary state [149, 150]. Most systems of course are a mixture

of these two, in this chapter we however focus on a system that is driven solely by the reservoir

couplings with minor importance of the internal dynamics. Starting point of our discussion

is work by Eisert and Prosen, that identified a class of non equilibrium problems that admit

exact solution [151]. To begin with we introduce our model system and its solution in terms of

Gaussian states. We then analyze the emergent stationary states with respect to their critical

properties that manifest in divergent length and time scales and give a complete classification.

Finally we discuss a realization of the model system in a quantum optics setting.

The following chapter is summarized in reference [H-2012] and is an extension of my

diploma thesis [152].

5.1 Free Lattice Fermions with Linear Reservoir Couplings

The system we study is a one dimensional lattice model of non interacting, spinless fermions.

Dynamics are generated by a Hermitian HamiltonianH and couplings to reservoirs that render

the evolution nonunitary. Within this thesis we will restrict to Markovian reservoirs, that can

57
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Figure 5.1: Scheme of our one dimensional model of non interacting fermions. We consider
reservoirs that have a finite range N > 1, as shown in (a) for N = 3. Long range correlations
of fermions in the chain are established via the overlap of many identical, but spatially shifted
reservoirs, see (b).

be described via Lindblad operators Lµ and the dynamic equation for the system density

matrix is given by the Lindblad equation

d

dt
% = L(%)

= −i[H, %] +
1

2

∑
µ

(
2Lµ%L

†
µ − {L†µLµ, %}

)
.

(5.1)

In absence of reservoir couplings this of course simplifies to the conventional von Neumann

equation. Due to our assumption of Markovian reservoirs, the dynamic equation for % is not

dependent on %(t′ < t) at earlier times.

Instead of fermionic creation and annihilation operators we here use the notation of Majo-

rana fermions, ŵ2j−1 = ĉ†j+ ĉj , ŵ2j = −i(ĉ†j− ĉj). These operators are the analogue to bosonic

position and momentum operators, are Hermitian, and fulfill the anticommutation relation

{ŵj , ŵk} = 2δj,k. The use of Majorana fermions will allow for a simpler representation of the

following results.

We will begin by defining the system on a chain of finite length L and later move on to

translation invariant systems with periodic boundary conditions. Both the Hamiltonian and

the set of Lindblad generators shall be restricted, such that they can be fully represented by

a matrix of size 2L× 2L and vectors of size 2L respectively

H =
2L∑

j,k=1

(H)j,kŵjŵk, (5.2)

Lµ =

L∑
j=1

(l)µ,j,1ŵ2j−1 + (l)µ,j,2ŵ2j . (5.3)

Due to the absence of higher order terms in Eqs. (5.2) and (5.3), the dynamic equations of

one 〈ŵj〉 and two point correlation functions 〈ŵjwk〉 form a closed set. The density matrix of

a Gaussian state can be written as

% =
1

2L
exp

( i
2
ξTΓξ

)
, (5.4)

where ξ = (ξ1, · · · , ξ2L) are Grassmann variables that replace the Majorana fermions. Γ is



5.1. FREE LATTICE FERMIONS WITH LINEAR RESERVOIR COUPLINGS 59

the covariance matrix

(Γ)j,k =
i

2
Tr
{
%0(ŵjŵk − ŵkŵj)

}
, (5.5)

which is an antisymmetric 2L× 2L matrix. For the equations of motion as discussed here, an

initial Gaussian state remains Gaussian in time. Higher order correlations can be factorized

for Gaussian states [153, 154]. Consider the operator

Ô =
2L∏
k=1

ŵxkk , (5.6)

with x = (x1, · · · , x2L) being a string of bits, with weight l =
∑

k xk. Expectation values are

given by

〈Ô〉 = 0, l odd, (5.7)

〈Ô〉 = il Pf(Γ[x]), (5.8)

where Γ[x] is a submatrix of the covariance matrix and Pf(X) is the Pfaffian of square ma-

trix X. In the case of antisymmetric matrices the Pfaffian is related to the determinant by

Pf(X)2 = det(X).

Under the restrictions imposed on our model, we can consider the dynamic equation of

the covariance matrix instead of the full density matrix

d

dt
Γ = XTΓ + ΓX − Y. (5.9)

The damping matrix X and driving matrix Y represent the Hamiltonian and the Lindblad

generators

X = −4iH − (R+R∗), (5.10)

Y = 2i(R−R∗), (5.11)

with the reservoir matrix R =
∑

µ lµ ⊗ l∗µ. Instead of the exponential scaling of the density

matrix with increasing system size, the linear scaling of the covariance matrix renders the

numeric solution of large systems feasible. We will however pursue analytic derivations which

are possible for translation invariant systems.

5.1.1 Translation invariant systems

We can further restrict the definition of Hamiltonian and jump operators to ensure translation

invariance and enforce periodic boundary conditions

H =
∑
j

τj

(∑
m,n

(h)m,nŵmŵn

)
, (5.12)

Ld = τd

(N−1∑
m=0

νm,1e
igmŵ2m−1 + νm, 2eig̃mŵ2m

)
, d ∈ Z (5.13)
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where τd shifts all local operators by d lattice sites. The damping matrix X now has block

diagonal form

X =


x0 x1 · · · xL−1

x−1 x0 · · · xL−2
...

...
. . .

...

x−L+1 x−L+2 · · · x0

 , (5.14)

with 2 × 2 blocks xd that fulfill xd = xL−d. We represent Y and Γ in similar form. The

dynamic equation for the blocks of the covariance matrix is given by

d

dt
γd =

∑
m

[
x−mγd−m + γmxd−m

]
+ yd. (5.15)

We now define um = −xT−m, make use of the convolution theorem and find for the covariance

matrix in momentum space Eq. (5.14)

d

dt
γ(ϕ) = u(ϕ)γ(ϕ) + γ(ϕ)x(ϕ) + y(ϕ)

= x(−ϕ)tγ(ϕ) + γ(ϕ)x(ϕ) + y(ϕ), (5.16)

where γ(ϕ) =
∑L

d=1 e
2πiϕd/Lγd and similar for x(ϕ) and y(ϕ). The momentum space repre-

sentations of X,Y and Γ are 2× 2 matrices and are called symbol functions.

5.2 Criticality of Stationary States

The stationary state of the introduced fermionic models is given by solution of the Lyapunov

equation

x(−ϕ)tγ(ϕ) + γ(ϕ)x(ϕ) = y(ϕ). (5.17)

To simplify the discussion we restrict the coupling with reservoirs to a single species of Ma-

jorana fermions, such that νm, 2 = 0 and νm = νm,1. For the symbol function of X this

yields

x(ϕ) = −4ih(ϕ)−
(
r(ϕ) + r(−ϕ) 0

0 0

)
(5.18)

⇒ x(−ϕ)t = 4ih(ϕ)−
(
r(ϕ) + r(−ϕ) 0

0 0

)
, (5.19)

with r(ϕ) =
N−1∑

m=0,n=0

νmνne
−iϕ(m−n)ei(gm−gn). (5.20)

Inserted into the Lyapunov equation we find

[γ(ϕ), h(ϕ)] +
{
γ(ϕ),

(
r(ϕ) + r(−ϕ) 0

0 0

)}
= 2i

(
r(ϕ)− r(−ϕ) 0

0 0

)
, (5.21)

which can be analytically solved using the symmetries of the problem. The steady state

is however not unique if h1,2(ϕ) = 0, because in this case the second species of Majorana

fermions is decoupled from the reservoir damping. If this coupling is however realized by an

appropriate Hamiltonian the stationary state is determined by the reservoir alone.
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γ(ϕ) =
r(ϕ)− r(−ϕ)

r(ϕ) + r(−ϕ)
12×2. (5.22)

5.2.1 Remarks on time reversal symmetry and purity gap

In [147] Bardyn et al. discuss the topological classification of non interacting dissipative

systems that belong to the BDI class defined in [155]. The BDI class has two symmetry

requirements, particle hole symmetry (PHS) and time reversal symmetry (TRS) and different

phases within the BDI class can be classified with a topological winding number.

The models we here consider do in general not preserve TRS due to the non trivial phases

of the couplings. Bardyn et al. show that the symmetries of the reservoir couplings are

inherited by the covariance matrix. For a TRS system one finds γ(−ϕ)∗ = γ(ϕ) and the

examples we discuss in Section 5.4 break this symmetry.

Bardyn et al. identify three distinctive ways of a topological phase transition. One pos-

sibility is the closure of the purity gap, that is defined via the minimum value of the real

symmetric matrix (iΓ)2. For the models we discuss the eigenvalues of the covariance matrix

are given by the symbol function γ(ϕ) and therefore the purity gap always closes at ϕ = 0.

Besides a closure of the purity gap, a topological phase transition in the notation of Bardyn

can occur at the closure of the dissipative gap, which is determined by the eigenvalues of the

X matrix and will be a signature of criticality for our systems.

5.2.2 Correlation length

One signature of critical behavior is a divergence of length scales when approaching critical

points. From the symbol function solution we here derive spatial correlations via an inverse

Fourier transform, for example

〈ŵ1ŵ1+2d〉 =
1

2π

∫ 2π

0
dϕ eiϕd γ11(ϕ). (5.23)

Here we are interested in the asymptotic behavior for large d, which will be captured by the

correlation length

ξ−1 = − lim
d→∞

ln |〈ŵ1ŵ1+2d〉|/d. (5.24)

To gain further insight we extend the symbol function into the complex plane by substituting

eiϕ = z ∈ C.

γ11(z) = i

∑
j,l νjνle

i(gj−gl)(zj−l − zl−j)∑
j,l νjνle

i(gj−gl)(zj−l + zl−j)
, (5.25)

〈w1w1+2d〉 =
∑
a∈S1

Resa

[
zd−1γ11(z)

]
, (5.26)

where Resa denotes the residues inside the unit circle S1, (|z| ≤ 1). The residue is non-zero

only in singular points of γ(z). Because numerator n(z) and denominator d(z) of (5.26) are

holomorphic, only zeros of the denominator inside the unit circle contribute to the correla-

tions. When changing system parameters the zeros of the denominator change and the system

becomes critical when one of the poles approaches the unit circle from the inside. One can

show that

ξ−1 = − ln |z0| ≈ 1− |z0|, (5.27)
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where z0 is the closest singularity to the unit circle.

5.2.3 Relaxation time

Besides divergence of the correlation length ξ, critical behavior can be defined via divergent

time scales of relaxation. The relaxation towards the stationary state Γ0 is equivalent to the

damping of a perturbation Γ = Γ0 + δΓ. It is determined only by the damping matrix X

d

dt
δΓ = XT δΓ + δΓX. (5.28)

The dissipative spectrum is defined as the spectrum ofX and is closely related to the relaxation

time. In translation invariant systems this spectrum can be calculated via the symbol function

x(ϕ).

5.3 Critical Exponents

We now want to discuss the conditions, under which the above defined critical behavior occurs

in the model of free fermions with finite range reservoir couplings. To this end we will have

to identify the singular points of Eq. (5.25) and discuss their properties.

The denominator of 5.25 is strictly real and non negative as

d(z, {gj}, {νj}) =
∑
j,l

νjνle
i(gj−gl)(zj−l + zl−j)

= |
∑
j

νje
igjzj |2 + |

∑
j

νje
igjz−j |2. (5.29)

A configuration {sj} = {νjeigj} of the complex parameters of the Liouvillian leads to critical

behavior, if a z0 on the unit circle exists, such that the individual sums inside the absolute

value in Eq. (5.29) vanish for z0 and its complex conjugate. This condition yields a pair of

implicit equations

1 +

N−1∑
j=1

sj z
j
0 = 1 +

N−1∑
j=1

sj z
j∗
0 = 0, (5.30)

where we have used that without loss of generality s0 can be set equal to unity. Apparently

reservoir couplings to a single site (N = 1) cannot induce criticality in a fermionic system.

Note that this statement is not true for bosonic systems, due to the unboundedness of the

particle number on each site and example for criticality with single site reservoirs have been

given in [151].

For a given z0, 2(N−2) out of the 2(N−1) real parameters νj , gj can be chosen arbitrarily.

As there are only a finite number of roots z0 the non-trivial complex solutions {sj = νje
igj}

to these equations are limited to a d−2 dimensional manifold in the d = 2(N−2) dimensional

parameter space.

In the following we want to get some general insight into what are the possible critical

exponents of a reservoir-driven phase transition. As we are interested in the behavior in the

vicinity of the critical point, we need to expand the denominator d(z) of the symbol function

in terms of the relevant system parameter {gj}, {νj} around their critical values. Since we do

not have an explicit expression for the roots z0 of d(z), we need to do this in an implicit way,

i.e. expanding d(z) both in terms of z − z0 and in their explicit dependence on {gj}, {νj}.
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Due to the positivity of d(z) on the unit circle, all first order partial derivatives with

respect to z as well as to the system parameter gk and νk must be zero at the critical point.

To find the leading order expansion in z− z0 we thus evaluate higher order partial derivatives

with respect to z using the implicit equations (5.30)

∂2d

∂z2
= z−2

∑
j,l

νjνle
i(gj−gl)

[
(j − l)(j − l − 1)zj−l

+(l − j)(l − j − 1)zl−j
]
. (5.31)

If the second order derivative is nonzero at z = z0, we can stop at this level. On the other

hand, the second order derivative can vanish if a second pair of independent implicit equations

is fulfilled, which can easily be read off from Eq. (5.31). This procedure can be continued and

each term ∂2md
∂z2m

∣∣∣
z0

, which is zero, yields a new pair of implicit equations

∑
j

νjj
meigjzj0 =

∑
j

νjj
meigjz∗j0 = 0. (5.32)

Here we have used that the first non-vanishing derivative must be an even one. Let us assume

that all derivatives in z vanish up to order 2M − 1. Then it can be shown, that mixed

derivatives of the type ∂(νk,gk)∂
m
z d
∣∣∣
z0

vanish for all m < M . Thus what remains are the

second order partial derivatives with respect to νk or gk. Second order partial derivatives

in the same parameter are always non zero on the unit circle (except for trivial cases), as

∂2
νk
d(z)

∣∣∣
z0

= 2, ∂2
gk
d(z)

∣∣∣
z0

= 2ν2
k . Thus we can write the power expansion of d(z) in the

following general way

d(z̃, x̃) ≈ C2x̃
2 + x̃

[
C1,M̃ z̃

M̃ +O(z̃M̃+1)
]

+C0,2M̃ z̃
2M̃ +O(z̃2M̃+1),

(5.33)

where C2 and C0,2M̃ are non zero constants. Here x̃ is a linear combination of parameter

variations away the critical values g̃k = gk − gkc and ν̃k = νk − νkc, and z̃ = z − z0. The

lowest non-vanishing contributions determine the critical exponent and therefore M̃ is the

minimal M of all parameters included in x̃. The zeros z0 are algebraic functions of the system

parameters and we can therefore write z̃ ≈ x̃λ+O(x̃λ+1). At least two terms in the expansion

must be of the lowest order and therefore we find λ = M̃−1 along the line x̃ if the first M̃

implicit equations are fulfilled. We see that all possible critical exponents are the inverse of

integer numbers. The smallest possible critical exponent is determined by the maximum M̃ ,

which is just given by M .

We now can relate M to the number of adjacent sites coupled by each local reservoir N

. It is clear that Eqs. (5.32) are linearly independent for different m. On the other hand

only N equations can be independent for a finite reservoir coupling. This proves that M can

be at most N − 1. Otherwise all orders vanish, in which case the symbol function must be

zero everywhere and the system is not critical. We conclude that if the reservoir coupling is
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restricted to N sites, the critical exponent is out of a bounded set of fractional numbers

λ ∈
{

1,
1

2
,
1

3
, · · · , 1

N − 1

}
. (5.34)

The corresponding Taylor expansion of the numerator n(z) in a critical point is of higher

order than the denominator. Therefore the amplitude of the critical correlations, vanishes as

ξ diverges. This is seen in the graphs of Fig. 5.2(b). The remaining non-local correlations,

visible for example in part (c) of the same figure, are due to additional singularities inside

the unit circle. Only in the case of the minimal critical exponent λ = 1
N−1 , these singularities

cannot exist due to fundamental laws of algebra. In this case the stationary state is completely

mixed in the critical point.

Another result that can be drawn from our analysis is the dimensionality of the critical

parameter space. Critical points have to fulfill the set of Eqs. (5.32) and for a given critical

exponent the corresponding dimensionality is given by

dim(Pλ) = 2

(
N − 1− 1

λ

)
. (5.35)

It is clear that the critical points are always a zero measure subset of parameter space, but

they are not necessarily isolated points, with the exception of critical points with minimal

exponent for the given configuration, which are always singular.

An important consequence of Eq. (5.35) is, that for any two non critical configurations of

the reservoir coupling, one can find a continuous path, which connets the two without crossing

a critical point.

5.3.1 Dynamical critical exponent

The relaxation rates of the system are determined by the homogeneous part of Eq. (5.9)

and therefore the damping matrix X. More precisely the damping matrix X describes the

dynamics on the sub-manifold of Gaussian states, whereas the full system is spanned by the

Liouville Operator L in Eq. (5.1). The trace preservation of the Lindblad dynamics requires

L to have at least one eigenvalue with vanishing real part. The gap in the real spectrum of L
sets the slowest relaxation rate for arbitrary initial states and therefore the dissipative gap ∆

of X gives an upper bound for the gap of L, and the gap in the full damping spectrum must

vanish as one approaches the critical points.

The eigenvalues of X are purely real, when neglecting the Hamiltonian contributions and

strictly negative. In the translation invariant system the eigenvalues are given by the symbol

function −r(ϕ)−r(−ϕ), which we have identified before as relevant for the correlation length.

In the vicinity of a critical point, the slowest relaxation rate, defining the spectral gap of

relaxation, is determined by the roots zj of d(z, {gj}, {νj}) closest to the unit circle

∆ = min|z|=1d(z, {gj}, {νj}). (5.36)

Therefore the dynamic critical exponent is immediately related to the static exponent λ. The

exponent of the divergence however must be modified by the number of roots κc, that merge

at the same point on the unit circle when the Liouville parameters approach their critical

values:

∆ ∼ |g − gc|κcλ. (5.37)

The number of roots κc is thus identical to the dynamical critical exponent z. For the minimum
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Figure 5.2: Two examples of criticality for reservoirs, which couple three adjacent sites. (a)
shows the roots of d(z) as a function of g2 − gC2 for the two transitions discussed in the text.
The color saturates for parameters closer to the critical point. (b) and (c) are real space
correlations as a function of distance. (b) belongs to a λ = 1/2 transition and belongs to the
red points in (a), whereas (b) is a λ = 1 transition and belongs to the blue points in (a)

critical exponent λ = 1/(N −1) all 2(N −1) complex roots merge simultaneously on the same

point and thus

z λ = 2, for λ = λmin. (5.38)

Moreover for all examples we have considered we found that the damping gap closes as a

quadratic function, which suggests that Eq. (5.38) is more general.

5.4 Example

For reservoirs with coupling of range N = 3 we now want to give two examples of the critical

transitions discussed before. We expect only two classes of critical points, namely those with

exponent λ = 1/2 and λ = 1. To begin with we identify λ = 1/2 critical points, which are

constructed via the two implicit Eqs. (5.30), which every critical point must satisfy and the

two additional Eqs. (5.32) that guarantee the maximal order. Adding up these equations in

the proper way yields

2 + ν1e
ig1z1 = 0⇒ ν1 = 2⇒ z = −eig1 , (5.39)

2 + 2eig1z−1 = 0⇒ z = −e−ig1 = −eig1 . (5.40)

Therefore we can choose either g
(a)
1 = 0 or g

(b)
1 = π with corresponding z(a) = −1, z(b) = 1.

Taking differences of the implicit equations furthermore yields

1− ν2e
ig2z2 = 0 = 1− ν2e

ig2 ⇒ ν2 = 1, g2 = 0, (5.41)

independent of the choice of g1. We therefore have identified the complete, zero dimensional

set of critical parameters

P1/2 =
{

[(2, 0), (1, 0)], [(2, π), (1, 0)]
}
. (5.42)
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Figure 5.3: Proposal for the experimental realization of two site coupling in a quantum optics
experiment. The optical lattice and internal states |g〉, |e1〉 and |e2〉 are chosen such that the
excited state lattice is shifted and can be used to couple adjacent sites. Atoms in a fourth
internal state |r〉 act as a broad reservoir.

If we consider the first critical point within P1/2 under variation of g2 we find

r(ϕ, g2) = 6 + 4 cos(ϕ) + 2 cos(2ϕ− g2) + 4 cos(ϕ− g2) (5.43)

⇒ y(ϕ, g2) = r(ϕ, g2)− r(−ϕ, g2)

= 2[cos(2ϕ− g1)− cos(2ϕ+ g2) + 2 cos(ϕ− g2) + 2 cos(ϕ+ g2)]

6= y(−ϕ, g2) (5.44)

for g2 6= (0, π), which is a signature of the broken TRS.

To find critical points in the much larger set P1, which has dimension 2, we restrict our four

dimensional parameter space by fixing two parameters ν1 = ν2 = 1 and search for solutions

of the first pair of implicit equations. This yields

P ν1=1,ν2=1
1 =

{
[(1, 2π/3), (1, 4π/3)], [(1, 0), (1, 0)]

, [(1, 4π/3), (1, 2π/3)]
}
⊂ P1. (5.45)

In Fig. 5.2(a) we show the roots of the denominator d(z) as a function of parameter g2 around

the first critical points in the set P1/2 and P ν1=1,ν2=1
1 respectively. The roots of the λ = 1/2

example are displayed by red dots and roots for the λ = 1 example in blue. The difference

in the character of approach towards the unit circle is apparent as the step size in g1 is

uniform from g2 − gC
2 = 0.1...0. In Fig. 5.2(b) and (c) the respective real space correlations

are plotted on a logarithmic color scale illustrating the emergence of long range correlations

near the critical parameters and the different character of the transitions. Note that at the

λ = 1 critical point, only two of the four roots merge on the unit circle, whereas another root

is well within. This root is responsible for the additional short range correlations visible in

Fig. 5.2(c). In the insets of Fig. 5.2(b) and (c) the vanishing of the damping gap is shown,

which implies a divergence of relaxation time and a critical slow down. For both cases it

shows quadratic behavior despite the different character regarding static properties.
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5.5 A Quantum Optics Realization

In order to illustrate the physical context of the present section we now propose a scheme to

realize dissipative two-site coupling. To this end let us consider fermionic atoms with four

internal states |g〉, |r〉, |e1〉, |e2〉 in state selective, optical lattice traps as shown in Fig. 5.3.

The lattice for atoms in states |g〉, |e1〉, |e2〉 is given by an optical standing wave and has

lattice constant λ
2 . The ground state lattice is shifted by half a lattice constant compared to

the other two. Atoms in internal state |r〉 feel a very shallow potential and are delocalized

compared to the tightly confined atoms in other internal states. The transition |r〉 ↔ |e1〉 is

driven by a laser field with Rabi frequency Ω1, whereas |g〉 ↔ |e2〉 is coupled to a laser with

Rabi frequency Ω2. Spontaneous decay occurs from the two excited levels into the metastable

and ground states |r〉, |g〉. The optical lattices are deep so that we can assume that only

adjacent Wannier wavefunctions ϕµi (x), µ ∈ e1, e2 and ϕgi or ϕgi+1 are optically coupled by the

laser fields. Using this setup non trivial pump and loss processes into and from the metastable

states |g〉 are realized. Atoms in the shallow |r〉 potential act as a reservoir for the optical

transitions. First of all atoms from the reservoir |r〉 are pumped via |e1〉 into a superposition

of atoms in neighboring lattice sites with fixed relative phase. To see this we note that the

spontaneous emission from |e1〉 to |g〉 can be described by the interaction Hamiltonian

Hint =

∫
dx
∑
k

(
gkâkΨ̂†g(x)Ψ̂e1(x)eikxx + h.c.

)
, (5.46)

where âk is the annihilation operator of the electromagnetic mode with wavevector k, and

gk is the corresponding coupling matrix element. Using the decomposition of the fermionic

fields in internal states |g〉 and |e1〉 into the Wannier basis Ψ̂g(x) =
∑

j ϕ
g
j (x)ĉj and Ψ̂e1(x) =∑

j ϕ
e1
j (x)ê†1,j yields

Hint =
∑
j

∑
k

[
gkâkêj

(
η

(k)
j1 ĉ
†
j + η

(k)
j2 ĉ
†
j+1

)
+ h.c.

]
, (5.47)

where η
(k)
j1 =

∫
dxϕe1j (x)ϕgj (x)eikxx and η

(k)
j2 =

∫
dxϕe1j (x)ϕgj+1(x)eikxx denote the Frank-

Condon factors corresponding to the transitions j → j, j + 1. Due to the exponentially

decreasing Frank-Condon overlaps all transitions with j′ 6= j, j + 1 can safely be neglected.

As the Wannier functions in a deep optical lattice are well localized the products ϕe1j (x)ϕgj (x)

and ϕe1j (x)ϕgj+1(x) are well localized functions at positions xj ± a/4 with a ∼ λ/2 being the

lattice constant. Thus Eq. (5.47) can be rewritten

Hint =
∑
j

∑
k

[
gkâkêjη

(k)
j1

(
ĉ†j + νĉ†j+1e

ikxa/2
)

+ h.c.
]
, (5.48)

where the (real) parameter ν can be tuned by shifting the position of the |e1〉 lattice, relative

to that of |g〉. Coupling of the many motional states in |r〉 with a laser to |e1〉 leads after

elimination of the vacuum modes to an optical pumping that can be described by independent

Lindblad generators

Lpump
j = χ(c†j + νc†j+1) (5.49)

with χ ∼ Ω2
1/γ which describe the coupling to two adjacent lattice sites. Note that the relative

phase term eikxa/2 in Eq. (5.48) vanishes after averaging over the vacuum modes up to the

first order in k0a/2.

We now show that optical pumping from |g〉 via |e2〉 leads to a loss of fermions in all
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superpositions of neighboring sites except for one dark mode. The corresponding Hamiltonian

describing the coherent part of the interaction reads

Hint,2 =
∑
j

Ω2f̂j (η̃j1ĉj + η̃j2ĉj+1) + h.c. (5.50)

where η̃
(k)
j1 =

∫
dxϕe1j (x)ϕgj (x)eiqxx and η̃

(k)
j2 =

∫
dxϕe1j (x)ϕgj+1(x)eiqxx where qx = q·ex and q

is the wave vector of the laser corresponding to Ω2. Note that since the wavevector of Ω2 is well

defined η̃j1 and η̃j2 differ in both amplitude and phase. Considering a fast subsequent decay

from |e2〉 finally gives rise to an optical pumping out of state |g〉 described by independent

Lindblad generators

Ldecay
j = γ

(
cj + νeigcj+1

)
. (5.51)

5.5.1 Solution to the quantum optics example

The Lindblad generators we generate within this example are not within the class we discussed

in detail before, as they contain both kinds of Majorana fermions. We can nevertheless

analytically solve the Lyapunov-Sylvester Eq. (5.16) and find

γ(ϕ) =
1

d(ϕ)

[
n11(ϕ) n12(ϕ)

−n12(ϕ) n11(ϕ)

]
, (5.52)

where

n11(ϕ) = 4iνχ2[1 + ν2 + 2ν cos(ϕ)] sin(g) sin(ϕ), (5.53)

n12(ϕ) = [1 + ν2 + 2ν cos(g) cos(ϕ)]2

− 4ν2 sin2(g) sin2(ϕ)− χ4[1 + ν2 + 2ν cos(ϕ)]2 (5.54)

and

d(ϕ) = [(1 + ν2)(1 + χ2) + 2ν(χ2 + cos(g)) cos(ϕ)]2

− 4ν2 sin2(g) sin2(ϕ). (5.55)

Real space correlations are related to the symbol function via an inverse Fourier transform

and the correlation length potentially diverges for parameters, where the denominator d(ϕ)

is close to zero. For ν = 1 one finds that d(π) = 0 for all χ and g = 0. To classify this critical

point we must determine the behavior of the denominator in the vicinity. We find that the

four roots of the denominator merge at z = −1 at this critical transition

z1···4 =
−(1 + χ2)± 2χ sin(g/2)

χ2 + cos(g)± i sin(g)
(5.56)

≈ −1± χ± i
1 + χ2

g +O(g2). (5.57)

The linear scaling in g reveals that this example belongs to the λ = 1 class established in this

chapter.

Conclusion

We have analyzed the stationary state of translation invariant chains of free fermions coupled

to local Markovian reservoirs, described by linear Lindblad generators. We showed that the
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analytic solution to this problem can undergo a transition to criticality, which we identify by

divergences of length scales and time scales of relaxation. Unlike the TRS models studies by

Bardyn et al., all gapped phases of our model can be continuously connected, without the need

to cross a critical manifold. The approach to critical points can be characterized by static and

dynamic exponents, that describe the divergence of length and time scales respectively. For

the specific models at hand, we showed that these exponents must be the inverse of integers

between 1 and N − 1, where N is the range of reservoir coupling.
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Part IV

Non-Equilibrium Physics with

Rydberg Atoms
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Chapter 6

Quasi-Crystallization in 1D

Rydberg Lattice Systems

The introduction of Rydberg states to the toolbox of ultra cold atom experiments bears the

promise to enable the preparation of strongly correlated and exotic quantum states. Strong

dipole-dipole or van der Waals interaction between Rydberg excited atoms, exceed the con-

ventional interactions between cold neutral atoms by orders of magnitude in strength and

range.

Experiments on Bose-Einstein condensation and the Mott insulator to superfluid transi-

tion, are examples of low temperature phase transitions and probe the ground state properties

of the Hamiltonian describing the system. Two approaches are pursued to use Rydberg atoms

to realize an interacting Hamiltonian and prepare its correlated ground state. The idea of

Rydberg dressing is to couple ground state atoms far off resonantly to Rydberg states, such

that a small fraction of the strongly interacting state dresses the ground state atom [156, 157].

Proposals based on this admixture of interaction range from the study of BECs with dipolar

interaction, to more exotic phases of matter such as supersolids and Laughlin states of the

FQH effect [157, 11, 158]. Experimental progress on the realization of these proposals has

been slow, due to the effect of heating from scattered photons [159]. Whereas for dressing, the

Rydberg state is merely admixed by off resonant coupling, other proposal rely on the resonant

excitation of atoms to Rydberg states and realize strongly correlated states of these excited

atoms. Pohl et al. showed that small, spatially ordered crystals of excitations can be prepared

by adiabatic parameter variation and following of the ground state [160]. This ansatz was

further developed and generalized to different geometries of the atomic ensemble in [161, 162].

Schauss et al. recently published experimental results on the adiabatic preparation of ordered

structures using optimized protocols for parameter changes [163].

All approaches described above, rely on the assumption that the state of the system re-

mains near the ground state during the preparation procedure, despite non adiabatic correc-

tions and dissipation. The time scales required for the adiabatic preparation typically increase

with system size and this scaling ultimately limits the use of adiabatic techniques. We there-

fore pursue a second approach in the spirit of [10] and the discussion of non-equilibrium steady

states in the previous chapter. Diehl et al. proposed to engineer the dissipation in such a

way, that the attractor of the systems dynamics is a correlated many-body state. In the

context of Rydberg experiments, the dissipation results from spontaneous emission and deco-

herence is difficult to manipulate, but suitable excitation schemes can be identified towards

the realization of quasi-crystals of Rydberg excitation in the stationary state.

In the following chapter, we will consider a one dimensional lattice system of atoms excited

73
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to Rydberg states, where the interaction between atoms on adjacent sites is strong. Using a

mean field ansatz, Lee et al. first discussed the stationary state phase diagram for a two-level

pumping scheme and predicted the emergence of a long range ordered states of excited atoms

[164]. By developing an effective model for the dynamics of excitation and deexcitation in the

many-body system, we show that the predictions of mean field theories are qualitatively wrong

in this one dimensional systems. Whereas antiferromagnetic correlations emerge between

excited atoms, they are always of finite range and we identify the origin of this correlation

length. Furthermore we show that a two-level excitation scheme can not prepare long range

order in any spatial dimension and more sophisticated excitation schemes such as coherent

population trapping based on dark-state pumping are required. Numerically exact TEBD

simulations for the open system dynamics, based on [165], are used to validate the effective

model. As for the fermionic model discussed in the previous chapter, we find a close relation

between the emergence order and an increase in the systems relaxation time. The results of

this discussion have been published in [H-2013a].

6.1 One Dimensional Rydberg Chain

In this chapter we will discuss one dimensional chains of atoms as illustrated in Fig. 6.1(a).

Ground state atoms are trapped by a deep lattice and we assume the motional degrees of

freedom to be completely frozen during the relevant time scales of the Rydberg excitation

dynamics. The unitary dynamics is governed by a strictly local term Hatom describing the

excitation process of every atom to a Rydberg state and a long range interaction term for

excited atoms. We neglect coupling to different Rydberg states, such that the full Hamiltonian

is given by

H =
∑
j

H(j)
atom +

∑
j>k

V (|j − k|)σ̂(j)
rr σ̂

(k)
rr . (6.1)

In the interaction part of the Hamiltonian V (|j − k|) is the distance dependent interaction

between excited atoms j and k and σ̂
(j)
rr = |r〉j〈r|j is the projector onto the Rydberg state for

atom j. Here we have two different excitation processes in mind that are most relevant to

current experiments. Most experiments use a two photon transition from ground state |g〉 to

Rydberg state |r〉 via an intermediate state |e〉. If the process is far off one photon resonance,

one can safely eliminate this intermediate state and the single atom physics is described by

Hatom,2 = (Ω|g〉〈r|+ h.c.) + ∆0σ̂rr, (6.2)

where the effective Rabi frequency Ω is determined by the intermediate state detuning ∆e

and the two Rabi frequencies Ωge,Ωer and given by Ω = ΩgeΩer/∆e. For one photon resonant

excitation we must take into account the intermediate state and the full three level system

has to be considered

Hatom,3 = (Ω|g〉〈e|+ h.c.) + (ΩC|e〉〈r|+ h.c.) + ∆0σ̂rr. (6.3)

Both cases are illustrated in Fig. 6.1(b). Notice that we have included a two photon detuning

∆0 in our definition, which will be of great importance in the subsequent chapter on two

dimensional lattice systems and bistability in Rydberg systems.

We here restrict to atoms excited to S states, which display an isotropic long range in-

teraction. Note however that the excitation of D states is equally possible in two photon

excitation schemes and enables the study of anisotropic long range interactions. Furthermore
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Figure 6.1: (a) Schematics of the one dimensional chain driven by coherent external fields and
subject to spontaneous decay of excitations. We discuss two excitation schemes for. Direct
one photon transition shown in (b) including finite lifetime of Rydberg state and additional
decoherence. (c) displays the alternative coherent population trapping (CPT) scheme.

direct one photon schemes for typical ground states of S symmetry couple to P states, which

we will discuss in chapter 9. For S state excited atoms the interaction potential at large

distances is of the form

V (|j − k|) = Cα/(a|j − k|)α, (6.4)

where a is the lattice constant and α = 3 for dipole-dipole (DD) interactions and α = 6 for

the van der Waals (vdW) case.

The many-body problem in the absence of dissipation, with two level driving as in Eq. (6.2)

has been discussed before [161]. In the limit Ω = 0 the ground state can be determined

analytically and one finds that it is given by a long range ordered pattern of Rydberg excited

atoms. The density of excitations as a function of detuning ∆0 resembles a staircase, that

is a so called devils staircase. In the literature the name Rydberg crystals has evolved for

these ordered arrays of excited atoms [161, 160]. Using first and second order perturbation

theory in Ω, as well as numerical DMRG simulations it has been shown, how incompressible

phases of constant density melt and the long range order of excitations in the ground state is

lost [132]. Preparation of the ordered ground state faces two hurdles. First of all the generic

initial state in these systems is given by all atoms in their atomic ground state and one has

to find an adiabatic path via dynamic tuning of ∆0 and driving Ω connecting initial state

and targeted crystal of excitations. This is only feasible for small systems as necessary time

scales rapidly increase with final number of excitations [160]. Second, the system is inherently

open as Rydberg excited atoms have a finite lifetime and thus excitations are spontaneously

removed. The preparation of crystal states as ground states thus has to compromise between

adiabatic slowness and the necessity to be fast and avoid dissipation.

We choose a different approach to the preparation of crystal like states in this system,

taking into account the relevant decoherence processes and utilizing them to our advantage.

The finite lifetime of excited states and dephasing processes are included in a Lindblad ap-

proach as in Eq. (5.1). For the two level scheme in Fig. 6.1(b) we include both finite lifetime

of the Rydberg state τr = 1/Γr, as well as an excitation preserving dephasing with rate Γd

described by Lindblad operators

L̂r =
√

Γr|g〉〈r|, L̂d =
√

Γd|r〉〈r|. (6.5)

For the CPT excitation scheme it is sufficient to include the large intermediate state decay

Γe as it dominates the other decoherence channels.
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6.1.1 Blockade and mean field predictions

Before we approach the full many-body problem we want to discuss two details. At the heart

of Rydberg crystals is the blockade effect, which we will illuminate at the simple example of

two atoms. Closely related is a mean field approach to the full many-body problem developed

by Lee et al. [164].

In appendix 15.1 we derive the text book excitation probability in the stationary state for

a single two level atom

〈σ̂rr〉 =
2γΩ2

4Ω2γ + Γr(γ2 + ∆2
0)
, (6.6)

with γ = (Γr + Γd)/2. Under resonant driving and in the regime Γd � Γr and ΓrΓd < Ω2 this

probability is given by

〈σ̂rr〉 =
1

2

1

1 + ∆2
0/ω

2
, with ω = Ω

√
2Γd/Γr. (6.7)

Now consider two atoms under continuous driving with interaction V of the Rydberg excited

atoms. If V is small compared to the linewidth ω the interaction is only a perturbative

effect and the probability for concurrent excitation of both atoms is given by 〈σ̂(1)
rr σ̂

(2)
rr 〉 =

1/4−O(V 2/ω2), whereas in the opposite limit it is strongly suppressed 〈σ̂(1)
rr σ̂

(2)
rr 〉 = O(Ω2/V 2).

If the interaction is of vdW type this translates to a blockade of double excitation for two

atoms that are within a distance of the blockade radius

db = 6
√
C6/Ω (6.8)

The parameters we discuss for the extended chain in this chapter will be such, that the

blockade radius is in between one and two lattice constants. Therefore atoms on neighboring

sites have a strong effect upon each other, whereas longer range interactions are expected to

be small perturbations.

A first attempt at the many-body problem has been taken by Lee et al. using a mean field

ansatz [164]. The key assumption is a factorization of the density matrix with respect to the

individual lattice sites, % = ⊗j%(j), which excludes the presence of any intersite correlations.

One must only consider two local quantities, the inversion wj = %
(j)
rr − %(j)

gg and the atomic

coherence qj = %
(j)
gr . The dynamic equations for these quantities couple to higher order

correlations, however, within the ansatz for %, all correlations factorize to lowest order and a

nonlinear, closed set of equation for the qj and wj remains to be solved. For all parameters

a homogeneous solution wj = w, qj = q exists. This solution is not stable for all parameters,

instead for intermediate driving the system of equations has stable solutions with alternating

excitation probabilities w1, w2 for two sublattices, similar to an antiferromagnetic ordering.

In Fig. 6.2(a) we show numeric solutions of the mean field equations in one dimension for

resonant excitation and V/Γ = 5 as a function of Ω/Γ. Whereas blue solutions correspond

to a homogeneous excitation probability w, the red solutions belong to alternating excitation

probabilities with two sublattices of excitation probability w1 and w2 respectively.

6.2 Approaching the Full Many-Body Problem

Lee et al. already suspected the absence of this order in one dimension after having done

exact calculations for small systems of 10 atoms and finding only weak correlations between

adjacent atoms. Using advanced numeric methods such as TEBD and approximate models



6.2. APPROACHING THE FULL MANY-BODY PROBLEM 77

we here will study large one dimensional chains and give an analytic understanding for the

absence of crystallization. This insight will allow us to identify systems and parameter regimes

with an extended range of correlations in one dimension and ultimately describe true long

range order in driven lattice systems in two dimensions in chapter 7.

6.2.1 Approximation via MPS

Weakly correlated quantum states in one dimensional systems are routinely approximated

with Matrix Product States (MPS) as we have done for topological systems in the first part

of this thesis. When studying bistability in far off resonant driven lattice systems in chapter

10 we will rely on MPS based algorithms for dissipative systems and give an introduction into

this technique. Simulations for this section have been done by Dominik Muth to benchmark

the results of a classical rate equation approach, which we will develop and discuss in the

following.

6.2.2 Rate equation model

An invaluable tool for our analysis of driven Rydberg system will be the mapping to classical

rate equations, which has been successfully applied on multiple facets of Rydberg many-body

physics. Clearly, many interesting effects of many-body systems can not be understood in

purely classical terms and we will encounter one example in a later chapter. The reasons for

considering Rydberg systems as classical are twofold. First of all, much of the interesting

many-body physics encountered is that of strong, non trivial but classical correlations. The

quasi-crystallization we discuss in this section is the prime example as we will see in the

following discussion. Furthermore, many recent experiments are conducted under imperfect

conditions resulting in strong decoherence channels of sometimes unclear origin, that suppress

the emergence of quantum coherences but render a classical description valid.

The basis of the rate equation model are the rates for excitation and deexcitation of

individual atoms as a function of their detuning, which is influenced by the interaction with

other excited atoms. The many-body state is then represented by the joint probabilities

%S1,··· ,SN for atoms to be excited (Sj = 1) or not (Sj = 0) at site j. The dynamic equation

for these joint probabilities is given by

d

dt
%S1,··· ,SN =

∑
j

[
(1− Sj)Γ↓(δj) + SjΓ↑(δj)

]
%S1,··· ,1−Sj ,··· ,SN

−
[
(1− Sj)Γ↑(δj) + SjΓ↓(δj)

]
%S1,··· ,Sj ,··· ,SN , (6.9)

with the interaction between atoms encoded in the state dependent detunings

δj = ∆ +
∑
k 6=j

Vj,kSk. (6.10)

In Appendix 15.1 we derive single atom rates for the two driving schemes discussed in this

chapter and we further motivate the validity of the many-body rate equation approach. Note

that the number of equations is still exponential in the number of atoms and as such hard

to solve in general. In subsequent chapters we will strongly rely on Monte Carlo methods

that sample the classical dynamics of driven Rydberg systems. Here, we will instead discuss

a special case where the many-body rate equation problem is indeed exactly solvable.
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Figure 6.2: (a) Solutions to the mean field equations derived in [164]. The blue solution is
uniform across the chain, whereas red solutions predict antiferromagnetic order. Parameters
are VNN/Γ = 5 and ∆0 = 0. (b) Schematic illustration of the rate equation model within
next neighbor approximation on a short one dimensional chain. The full set of states of for
example three, atoms shown in (c), can be sorted in layers of fixed excitation number to reveal
the detailed balance solution.

6.3 Next Neighbor Approximation

The single atom rates for driven two level atoms are given by

Γ↑(δ) =
2Ω2γ

γ2 + δ2
, Γ↓(δ) = Γ↑(δ) + Γr, (6.11)

which for a single atom yields the text book stationary state excitation probability of 〈σ̂rr〉 =

[2γΩ2]/[4Ω2γ + Γ(γ2 + δ2)]. The state dependent detuning is given by

δj = ∆ +
∑
k 6=j

Cα
(a|j − k|)α

Sj , (6.12)

which in the case of vdW interactions can be split as

δj = ∆ +
C6

a6
(Sj−1 + Sj+1) +

∑
|k−j|>1

C6

a6|j − k|6
Sk. (6.13)

The interaction energy of two Rydberg excited atoms on adjacent sites is much larger than

for two excitations separated by an additional site C6/a
6 := VNN/Vd>1 ≥ 64. Therefore we

consider the regime VNN � ω � Vd>1, where an excited atom strongly shifts adjacent atoms

but only weakly affects atoms on sites further away. For two level atoms driven on resonance

(∆0 = 0) this limit is further simplified by assuming strong interaction of excited atoms on

adjacent sites ω/VNN → 0, which yields an analytically solvable problem.

This limiting case is illustrated in Fig. 6.2(b) and the rate equation dynamics can be

represented in more familiar Lindblad form

L
(j)
d = σ̂(j)

gr , (6.14)

L(j)
p =

√
κ(σ̂(j−1)

rr − 1)(σ̂(j+1)
rr − 1)σ̂(j)

rg . (6.15)
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The ratio of resonant excitation rate to deexcitation rate is given by

κ = Γ↑(0)/Γ↓(0), (6.16)

which is the only parameter of relevance to the stationary state as we will now show. The

dynamics generated within the classical state space are illustrated in Fig. 6.2(c) for a small

chain of three atoms. First of all, every state with two adjacent excitations has weight zero in

the stationary state, as it decays but is not refilled. Furthermore the weight of an accessible

configuration is only determined by the total number of excitations it contains

p{sj} =
1

Z
κ
∑
j δsj ,r . (6.17)

This is the detailed balance solution of the graph in Fig. 6.2(c), meaning that the net flux

along every single bond is zero. For example κ× prgg = 1× prgr or 0× prgg = 1× prrg = 0 in

the stationary state. The partition function Z ensures the normalization
∑
{sj} p{sj} = 1.

6.3.1 Filling factor and correlation length

For large systems we will now derive analytic expressions for the partition function and discuss

quantities such as the filling factor and the correlation length of ordered Rydberg structures.

To evaluate the partition function we will use that all states with fixed number of excitations

P and no adjacent ones have the same weight κP .

A classical configuration with P excited atoms in a finite chain of L atoms, is fully deter-

mined by the P − 1 distances ai between adjacent excitations, the distance from the left edge

to the first excited atom b0 and from the right edge to the last excited atom bP . Therefore

a state can be identified by integer numbers b0, a1 · · · , aP−1, bP ∈ Z0. Due to the restric-

tion of NN blockade, all ai must be larger than zero, which we take into account by defining

bi = ai − 1. Each excitation needs its own lattice site and thus

b0 + (b1 + 1) + · · ·+ (bP−1 + 1) + bP + P = L. (6.18)

We can rewrite

P+1∑
i=1

bi = L+ 1− 2P (6.19)

and see that the ai are a weak composition of an integer given only by system size and the

total number of excitations P . The number of weak compositions is known, and we therefore

find that the number of unique, allowed states with P excitations is given by

N(P,L) =

(
L− (P − 1)

P

)
. (6.20)

The remaining sum for the partition function can be evaluated analytically

Z(κ, L) =
∑
P=0

κPN(P,L) = 2κ(L+1)/2 cosh[(2 + L)arcsinh(1/(2
√
κ))√

4 + 1/κ
, (6.21)

which is exact for an odd number of atoms. The expected number of excitations is calculated
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via differentiation with respect to the chemical potential µ := log(κ)

〈P 〉 = ∂µ log[Z(eµ, L)]. (6.22)

For large system sizes this can be simplified and we find for the filling fraction

〈P 〉/L =
1

2

(
1− 1√

1 + 4κ

)
+O(L−1). (6.23)

Along previous lines we can also derive analytic results for the fluctuation of filling fraction

∆2
P /L

2 =
κ

(1 + 4κ)3/2

1

L
+O(L−2), (6.24)

which decreases in larger systems. The blockade of further excitations is demonstrated by the

sub Poissonian nature of the excitation number distribution, which is characterized by the

Mandel Q parameter

Q =
2κ

(1 + 4κ)(
√

1 + 4κ− 1)
− 1 +O(L−1). (6.25)

In the limiting case of weak driving (κ < 1) a Poissonian statistics is realized Q ≈ 0 − 2κ,

whereas for strong driving (κ� 1) Q ≈ −1+1/(4
√
κ) the sub Poissonian limit is approached.

Besides these global quantities we can calculate local observables. The excitation proba-

bility for odd sites in a chain of odd length can be calculated in the limit L→∞ via

pj = κ
Zj−2ZL−j−1

ZL
(6.26)

≈
cosh

(
j/
√

4κ
)

cosh
(
(1 + L− j)/

√
4κ
)

cosh
(
(2 + L)/

√
4κ
) (6.27)

≈ 1

2
+

cosh
(
(L+ 1− 2j)/

√
4κ
)

2cosh
(
(2 + L)/

√
4κ
) (6.28)

≈ 1

2
+
e(L+1−2j)/

√
4κ

e(L+2)/
√

4κ
=

1

2
+ e−j/

√
κ−1/

√
4κ. (6.29)

Thus at the edges of the system, Rydberg excitations form a quasi-crystal of finite correlation

length

ξ =
√
κ. (6.30)

These first order correlations are immediately related to second order density-density corre-

lations, if one realizes that an excitation at site j, is identical to an edge at j + 1 for all sites

j > j + 1. Therefore

|〈σ̂jrrσ̂j+drr 〉 − 〈σ̂jrr〉〈σ̂j+drr 〉| ∼ e−|d|/
√
κ. (6.31)

Fig. 6.3(a) illustrates the numeric evaluation of the filling fraction and its fluctuation (blue)

for a finite system of size L = 31 and the analytic expression (black) in the thermodynamic

limit. The analytic expression for the correlation length is quickly increasing as the system is

filled with excitations.
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Figure 6.3: (a) shows the mean filling factor and its fluctuations (blue) for the NN rate equa-
tion model with open boundary conditions and length L = 31 (solid) and in thermodynamic
limit (dashed). The corresponding correlation length ξ (red) increases as the system is driven
towards maximal filling, reducing the overall fluctuations. The dashed lines correspond to
κb,c used for the NN rate equation model in (b) and (c). (b) and (c) display a comparison
of excitation probabilities in stationary of quasi exact TEBD results and idealized NN rate
equation model results. (b) is a two level driving scheme with VNN = 2Ω and Γr = Ω/4,Γd = 0
and (c) is under conditions of CPT driving with VNN = 2Ω,Γe = 4Ω,Ω = 5Ωc.

6.3.2 Two- versus three-level driving

The effective model we discussed in the previous sections is related to the physical realization

with two and three level driving schemes. For both schemes we derive the effective driving

parameter κ in appendix 15.1 and find

κ2 =
Ω2

Ω2 + γ2
, κ3 =

Ω2

Ω2
c

. (6.32)

Note that the effective driving κ2 is bounded to values smaller 1, a result of the absence of

inversion in the stationary state of a driven two level atom. Instead of saturating the chain

with Rydberg excited atoms the mean density is therefore bounded by 〈P 〉/L < 1/4 and

strongly fluctuates ∆2
P /〈P 〉 ≈ 1. Correlations between excitations are restricted to nearest

neighbors as ξ < 1. Before the information that an atom is excited can propagate through

the system, it has already decayed back to its ground state.

Fluctuations can be suppressed by using the coherent population trapping scheme (CPT).

Then free atoms are excited into a dark state superposition of ground and Rydberg state

|ΨD〉 = (Ωc|r〉 − Ω|g〉)/(Ω2 + Ω2
c), which for a weak control field Ωc < Ω is dominated by

the Rydberg state. By dark-state pumping of atoms into the Rydberg state we thus achive

κ3 � 1, which implies larger fillings and reduced fluctuations. Here correlations can build up

and the effective model predicts a tunable correlation length of ξ = Ω/Ωc.
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6.3.3 Comparison with TEBD results and limits

TEBD simulations of one dimensional lattice systems are most effective when the Lindblad

operators and the Hamiltonian can be separated into parts that have support only on adjacent

sites. For the Rydberg-Rydberg interaction, this is in general not true, but we have already

motivated that in the case of van der Waals interactions on the lattice, we can choose a

regime such that a truncation to NN interactions is justified. Simulations for this problem

have been carried out by Dominik Muth and we use the results for systems of size L = 31 to

illustrate the accuracy of the effective model in Fig. 6.3(b) and (c). In (b) we compare results

for strong two level driving (κb = 16/17) and in (c) for moderate CPT (κc = 5). For both

cases the agreement is good when comparing single site excitation probabilities, even more

the correlation length of the density wave at the edges is well reproduced by our analytic

solution.

Within the NN model and using CPT driving, correlation length can be tuned to arbitrary

large values. If we take into account the long range tail of the interaction this restricts the

maximum κ that is achievable for a given exponent α of the interaction potential. To ensure

the validity of the model the blockade of atoms next to an excited atom should be strong,

which is quantified by the ratio of next neighbor interaction to linewidth β = VNN/ω. On the

other hand an excited atom should not restrict dynamics on next next neighboring sites. The

maximal κ under the influence of the long range tail is however

κ <
ω2

V 2
NNN

=
22αω2

V 2
NN

=

(
2α

β

)2

. (6.33)

Due to the Lorentzian shape of the excitation probability, large β = 10 is required to ensure

that atoms next to an already excited atom are excited with probability less than one percent.

In the case of DD interaction with α = 3 the driving parameter is restricted to small values and

the correlation length does not exceed one lattice site. For the much sharper vdW interaction

however a realistic correlation length is given by ξ ≈ 7a.

6.4 Time Scales

So far we discussed the stationary properties of the driven system but did not raise the

question at what time scales these states are prepared. In Fig. 6.4(a) we show the time

evolution of Rydberg state populations of individual atoms in a lattice with open boundary

conditions under CPT driving. Parameters are chosen as in Fig. 6.3(c) and the steady state

shows correlations over a length scale ξ ≈ 5a. Initially, the atoms are in the ground state

|g〉 and the the simplest protocol is to turn on all driving lasers for all atoms at t = 0 (red

dashed lines). The excitation probability for all atoms rapidly increases on the single atom

relaxation time scale Teq = Γeg/(ΩgeΩer) but it does not approach the steady state value.

Only on a second timescale, more than an order of magnitude slower, does the population for

every atom relax towards its steady state value and the correlations between excitations are

established.

The reason for this slow down is the fast initial formation of small ordered domains with

dislocation defects. A simple example for a dislocation are two excitations with two ground

state atoms in between. To heal such a defect one of the two has to be deexcited, which occurs

on a longer time scale than the excitation process. For the specific example here, the rates

are given by

Γ↑ ≈ T−1
eq , Γ↓ ≈ T−1

eq /κ ≈ T−1
eq /25. (6.34)
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Figure 6.4: (a) Time evolution of excitation probability for a system of length L = 15
and parameters as in Fig. 6.3(c) obtained by Dominik Muth with TEBD. The time scale of
relaxation is an order of magnitude different for the direct protocol (red dashed) and the
growing protocol (black) explained in the text. (b) Growing scheme for a Rydberg excitation
crystal. The sweeping rate of one site per 2.4Teq corresponds to the results in (a).

This order of magnitude difference between excitation and deexcitation rates is the origin

of the two separate time scales we observe and the slow down of relaxation. Note that the

relaxation time is independent of system size for L � ξ. Whereas it increases with ξ it does

not diverge in one dimension as the correlation length is always finite.

The slow relaxation can be circumvented by growing the crystal from one edge on. In the

present system with boundary conditions, the steady-state is unique and therefore independent

of the initial conditions and the details of preparation [166], such as, e.g., the way the light

fields are switched on. We propose the protocol illustrated in Fig. 6.4(b). Instead of applying

the excitation lasers to all atoms beginning at t = 0, we first apply the lasers to the atoms at

the lattice boundary (j = 1) and then successively extend the irradiated region (j = 2, 3, . . .)

until the full Hamiltonian is realized. In Fig. 6.4(a) we verify this intuitive approach (full

black lines for atoms j = 1, 2, . . . , 15) and show much faster preparation of the steady state.

Since the crystalline order is rooted in the Rydberg blockade of the NN sites, a sweep velocity

as fast as one lattice period a per single-atom equilibration time Teq can be applied.

Conclusion

In this chapter we laid the foundation for much of the following discussion. First of all we

introduced the driven Rydberg system as a an ideal candidate to study the non-equilibrium

physics of strongly interacting systems. A good tool for discussing such systems is the rate

equation model. This is especially true for the case discussed here, where we showed that in

the limit NN blockade the model is analytically solvable.

Based on this solution we characterized the stationary state and identified fluctuations of

Rydberg excitations as the limiting factor regarding the emergence of long range correlations

that were predicted by mean field theories. We identified the single atom driving scheme as an

important means of reducing fluctuations for example by using coherent population trapping

of excited atoms. A central result is that we find no phase transition and the correlation

length ξ is finite for all parameters.

Finally we considered the time scales of relaxation towards the stationary state and showed
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their increase with increasing correlation length. Practically this problem can be circumvented

by avoiding the creation of defects and employing crystal growing schemes in one dimension.



Chapter 7

Antiferromagnetic Order in 2D

Dissipative Rydberg Lattices

Our discussion of the one dimensional Rydberg chain in the previous chapter exposed the

failure of a mean field type treatment for this system. Instead of a long range ordered antifer-

romagnetic phase, we found only short range correlations in the stationary state. Moreover we

showed that an infinitesimal amount of fluctuations leads to exponential decay of correlations,

such that despite improved CPT driving no long range order emerges. One can however argue

that mean field approaches are in general expected to be more accurate in higher dimensions.

In this chapter we will discuss whether this is a valid claim and long range order as predicted

by mean field is found in higher dimensions. The results of this discussion have been published

in [H-2014a].

We will build upon the framework of rate equations established in the previous chapter

and discuss in detail its two dimensional generalization. To begin with, consider the NN

blockade model on a 2D rectangular lattice

L
(x,y)
d = σ̂(x,y)

gr , (7.1)

L(x,y)
p =

√
κ(σ̂(x−1,y)

rr − 1)(σ̂(x+1,y)
rr − 1)(σ̂(x,y+1)

rr − 1)(σ̂(x,y−1)
rr − 1)σ̂(j)

rg , (7.2)

with x, y being the integer indices numbering the sites x ∈ 1, · · · , Lx and y ∈ 1, · · · , Ly. The

detailed balance solution we gave for the 1D problem previously, is actually a solution in any

dimension. Again the stationary state is a mixture of all allowed states {sx,y}, i.e. all states

with no two excitations on adjacent sites, and the individual weight is given by Eq. (6.17).

Many results in 1D could be derived from the analytic expression for the number of allowed

states with given number of excitations. In two and higher dimensions such an expression

does not exist and we must rely on exact calculations in small systems of size up to LxLy ≈ 16

or stochastic methods for larger lattices. In Sec. 7.4 we will show that the detailed balance

solution can be mapped to thermal states of hard sphere models on lattices, which have been

extensively studied in the past [167]. It is well known that in the two dimensional NN model a

phase transition occurs around κ
(C)
2D = 3.79 and in three dimensions at κ

(C)
3D = 2.97, classified

by a breaking of the sublattice symmetry. The order parameter q

q =
〈∣∣∣∑

x,y

(−1)x+yσ̂(x,y)
rr

∣∣∣〉/〈∑
i

σ̂(x,y)
rr

〉
(7.3)

is a sensitive measure of this symmetry breaking. In the thermodynamic limit Lx, Ly → ∞
it is exactly zero for κ < κ(C) and it is finite beyond the critical point. This critical driving

85



86 CHAPTER 7. DISSIPATIVE 2D RYDBERG LATTICES

Figure 7.1: (a) Schematic illustration of the two dimensional driven Rydberg gas. In the
displayed state sublattice symmetry is broken and only atoms on one sublattice are excited.
(b) Reduced level scheme of the superatom in the Dicke representation.

corresponds to a filling of the lattice of nC
2D ≈ 0.368 [167].

If the individual sites of the lattice are occupied with single two level atoms, we have

shown in Appendix 15.1 that κ < 1, thus even in higher dimensions our model does not yield

a phase transition for two level atoms. We show that sophisticated driving schemes such as

CPT or a superatom (SA) scheme are instead required to prepare an ordered stationary state.

The excitation and deexcitation rates Γ↑,↓ for the SA are derived in Sec. 7.1.

In Sec. 7.2 we account for long range interactions beyond the NN model and use Monte

Carlo sampling methods to show that the long range ordered phase must then be stabilized

by small laser detunings. We characterize the critical behavior of the system by extracting

the static and dynamic critical exponents and find that both exponents fall into the Ising

universality class. Whereas the universal properties are described within the Ising class, the

stationary state is not the thermal state of a simple Ising model, which we show in the

concluding Sec. 7.4.

7.1 The Superatom

The two level and CPT driving scheme employed in the previous chapter rely on the presence

of exactly one atom at every site of the lattice. An empty site after preparation or the loss of

an atom during excitation of the Rydberg states, immediately translates into an impurity for

the Rydberg excitation crystal. Therefore we here propose an alternate driving scheme, the

superatom (SA) [168].

Consider an small cluster of N two-level atoms at every site of the lattice, where one of the

two levels is a strongly interacting Rydberg state. The distance between atoms is small within

a cluster compared to the blockade radius and therefore at most one atom can be excited at

a time. The single atom transition is driven with Rabi frequency Ω and is detuned by ∆

H =
N∑
j=1

(
Ω σ̂jrg

∏
k 6=j

σ̂kgg + h.c.
)

+
N∑
j=1

∆σ̂jrr. (7.4)

Additionally every excited atom has a finite lifetime and is subject to decoherence, formally

described by the jump operators

L̂jr =
√

Γσ̂gr, L̂jd =
√

Γdσ̂rr. (7.5)



7.1. THE SUPERATOM 87

The Hamiltonian is diagonalized in the basis of symmetric Dicke states

|G〉 = |0〉, |R〉 =
1√
N

L∑
j=1

σ̂rg|G〉, (7.6)

H = (
√
NΩ|R〉〈G|+ h.c.) + ∆|R〉〈R|. (7.7)

No coherent process couples the symmetric and non-symmetric sector and therefore no co-

herence is build up. Because we eliminated all states with more than one excitation due to

the strong blockade within the small cluster, H does not affect the non-symmetric sector. We

must only consider the decay of excitation into |G〉 and the backscattering due to decoherence

into the symmetric excited state |R〉. We replace the manifold of N − 1 non-symmetric states

with a single representative A. For the coherence between collective ground and symmetric

excited state we find

d

dt
%GR = i

√
NΩ(%RR − %GG) + i∆%GR − γ%GR, (7.8)

with the coherence loss rate γ = (Γ + ΓD)/2. Upon adiabatic elimination of the coherence we

find

%GR =
i
√
NΩ(γ + i∆)

∆2 + γ2
(%RR − %GG). (7.9)

We substitute this in the dynamic equation for %GG and %SS and a three level system described

by purely classical rate equations remains. The excitation rate between G and R is given by

χ =
2NγΩ2

γ2 + ∆2
, (7.10)

thus the full system reads

d

dt

%GG%RR
%AA

 =

−χ χ+ Γr Γr
χ −χ− Γr − Γd

N−1
N Γd

1
N

0 Γd
N−1
N −Γr − Γd

1
N

%GG%RR
%AA

 . (7.11)

By solving the matrix for its null eigenvector and the smallest eigenvalue away from zero, we

retrieve the exact steady state excitation probability and the slowest time scale at which this

steady state is approached,

%RR + %AA = %R =
4N(Γr + Γd)Ω

2

Γr((Γr + Γd)2 + 4∆2) + 4(Γd +NΓd + 2NΓr)Ω2
(7.12)

Γ↑(∆) = −%RTr, Γ↓(∆) = (%R − 1)Tr. (7.13)

In the limit of strong dephasing and large number of atoms per cluster the excitation proba-

bility is given by a Lorentzian %R ≈ p0/(1 + ∆2/ω2) with

p0 =
1

1 + Γr/(Γr + Γd) + 1/N
, ω =

√
NΩ

√
Γd/(Γr + Γd). (7.14)

In terms of the NN model driving parameter the superatom yields

κ ≈ [(1/N + Γ/(Γ + Γd)]
−1 > min[N,Γd/Γ + 1], (7.15)

which can be tuned into the critical regime κ > κC
2D by increasing the number of atoms per
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cluster and the ratio of decoherence and population loss Γd/Γ.

The described SA lattices can be realized with magnetic or optical micro trap arrays

[169, 170, 171] that accommodate N ≈ 10 . . . 100 atoms per site and provide lattice constants

of a few µm, for which strong NN interactions can be obtained. An alternative realization of

SAs by preparation from ultracold ensembles is discussed in [H-2014c] and will the topic of

Chapter 9.

7.2 Phase Diagram for Long Range Interaction

For the one dimensional chain we argued that we can choose the NN interaction VNN large

compared to the linewidth ω, while interaction to the next closest neighbor VNNN is negligibly

small compared to the linewidth. In two and higher dimension however, the ratio VNN/VNNN =

2α/3, with the exponent α of the interaction, scales much worse. Even for vdW interaction

(α = 6), the ratio is 1/8 instead of 1/64 in one dimension and we must question the results

of the NN model.

When taking into account the tail of the interaction in the rate equations, the easy to

evaluate detailed balance solution in Eq. (6.17) is no longer correct. Exact solution is non

feasible for systems with LxLy > 16 and we have used two kinds of Monte Carlo (MC)

algorithms to sample the stationary state of the many body rate equations for systems up to

size LxLy = 22500. The two variants of MC are dynamic MC (dMC) and stationary state MC

(ssMC). Both are introduced in appendix 15.2 and their individual advantages are discussed.

To clarify the significance of the NN-approximation, Wildan Abdussalam has performed ssMC

simulations for resonantly driven atoms and varying exponent α of the interaction, which are

presented in Sec. 7.2.1. One recognizes hat for realistic interaction potentials (α ≤ 6) the

order parameter q vanishes in thermodynamic limit. In Sec. 7.2.2 we will discuss that an

off-set detuning of the excitation scheme is required to stabilize the long range ordered phase.

7.2.1 Resonant excitation

In the limit of pure and strong next neighbor interaction α → ∞, VNN/ω � 1 the phase

transition to long range order in two dimensions occurs at κC
2D = 3.79. In Fig. 7.2(a) we show

results for the order parameter q from ssMC with κ0 = 20 and VNN/ω = 5 with a power-law

interaction potential of exponent α. As expected, in the limit of large exponent α the order

parameter is nonzero. From finite size extrapolation of results with L = 30, 60, 150 we find a

sharp transition in the thermodynamic limit at α ≈ 11.

We estimated a realistic κ including the effects of long range interaction for the 1D system

in Eq. 6.33. A modified version, which takes the couplings along the diagonal into account

yields a sharper bound

κ <
ω2

V 2
NNN

=
2αω2

V 2
NN

=

(
2α/2

β

)2

(7.16)

for κ. Assuming again β = VNN/γ = 10 we find that α > 8.5 is required for a larger than

critical driving. We have neglected the blockade effects of multiple excited atoms and therefore

the bound is lower than the numeric result, but already precludes the emergence of order for

vdW interacting atoms.

7.2.2 Phase diagram with offset detuning

We have to consider one more control parameter to stabilize the long range order with vdW

interaction and this is the detuning of the excitation scheme from resonance for the individual
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Figure 7.2: (a) Order parameter q as a function of the power-law exponent α, for κ0 = 20,
VNN = 5ω and resonant driving ∆0 = 0. Symbols show results for finite system sizes given in
the legend. The thick solid line shows the extrapolation to the thermodynamic limit, L→∞.
(b) Order parameter as a function of p0 and off-set detuning ∆0 for a finize size system with
L = 30. (c) For a fixed p0 = 0.96 and VNN = 5ω, we compare the numeric results (solid)
to mean field predictions for NN-interactions (dotted line) and full vdW interaction (dashed
line).

atom. An off-set detuning ∆0 hinders the initial excitation of atoms, but cancels the effect of

the interaction tail when the density of excitations is large. This is demonstrated in Fig. 7.2(b),

showing the order parameter q for finite detunings and a varying p0 and VNN, where p0 is the

excitation probability is of a single atom subject to driving with κ0

p0 =
κ0

1 + κ0
≈ 1− κ−1

0 . (7.17)

Néel-type ordering emerges within a finite detuning range and for κ0 ≈ 6 > κ
(C)
2D , slightly

larger than the threshold in the NN-blockade model [167]. If the next neighbor interaction

VNN is chosen such that 10 > VNN/ω > 1 numeric simulation show that an interval of off-set

detunings exists, such that the stationary state is long range ordered.

The location of the transition can be understood as follows: A Néel state is characterized

by a macroscopic population imbalance on the two sublattices with lattice constant
√

2a.

Assuming that an atom on the highly populated sublattice has an average of z next nearest

neighbors excited, the laser detuning must compensate the corresponding level shifts such

that the reduced

κ = κ0/[1 + (1 + κ0)(∆/ω − zVNN/8ω)2/ω2] ≥ κC
2D, (7.18)

with z ≈ 3 near the crystallization transition. The parameter region where this condition is

fulfilled is marked in Fig. 7.2(b) and qualitatively reproduces our numerical results.

Fig. 7.2(c) shows the order parameter as a function of offset detuning ∆0 in the thermo-

dynamic limit, indicating a second order phase transitions into and out of the ordered phase

with increasing ∆0/ω. In order to quantitatively assess the importance of fluctuations and

the shape of the interaction potential, Fig. 7.2(c) also gives a comparison to mean field results

under the NN-approximation [172, 173] and for full vdW interactions. Both cases give qual-

itatively different predictions, suggesting Néel order at negative detunings and a first order

transition to the reentrant disordered phase at ∆0 > 0.
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Figure 7.3: Characterization of the phase transition to long range order. (a) displays results
for the correlation length of spin-spin correlations in both the disordered and ordered phase.
Whereas ξ →∞ for sufficient offset detuning, we can extract the static critical exponent ν ≈ 1
from the divergence for ∆0 < ∆c. The dynamic exponent z ≈ 2.22 is obtained by quantitative
analysis of the divergent relaxation time within the ordered phase shown in (b). (c) illustrates
the emergence of large scale domain wall dynamics that give rise to the slow relaxation.

7.3 Critical Exponents of the Phase Transition

After identification of the ordered phases in the previous section with the order parameter q

that is sensitive to the global breaking of sublattice symmetry, we now further characterize

the phase transition via its static and dynamic properties.

7.3.1 Correlation length

We analyze the MC data with respect to the length of correlations between Rydberg excited

atom, which we define as

Cd =
1

L2

∑
x,y

[
〈σ̂(x,y)

rr σ̂(x+d,y)
rr 〉 − 〈σ̂rr〉2

]
(7.19)

with distance d along the x axis and 〈σ̂rr〉 the mean excitation probability. Numeric simula-

tions are performed on square lattice systems with periodic boundary conditions and linear

length L. If the stationary state is long range ordered, only atoms in one sublattice are

excited with large probability p0, and we expect a correlation function of constant ampli-

tude Cd = (−1)d
p2

0
4 . For a non ordered system we instead expect exponentially decaying

correlations of the form

Cd ≈ A(−1)de−d/ξ, (7.20)

where A is a constant prefactor and ξ is the correlation length that diverges near the phase

transition. We calculate Cd for different sizes of lattices L = 10, 20, 30, 40 and fixed VNN/ω =

2.97, κ0 = 9 and vary the offset detuning ∆0/ω ∈ [0.6, 0.95] across the identified phase tran-

sition. In the small systems we consider, we can not consider the limit of large d but must

restrict to shorter ranges of distances. We here choose d ≤ L/4 for our analysis and extract

the correlation length for different system sizes. The inverse correlation length extrapolated

to thermodynamic limit, L→∞, displayed in Fig. 7.3(a) shows the expected divergence. For

the non equilibrium transition steady state discussed here, the static exponent is found to

be ν = 1.0 ± 0.1. This is in agreement with results for the two dimensional Ising model in
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equilibrium [174] and already points towards a connection with these models. We will later

return to this point.

7.3.2 Dynamical slow down

Our discussion of criticality in free fermion models in Chapter 5 revealed the connection of

a divergent correlation length with a divergent relaxation time towards the stationary state.

Again in the one dimensional system of driven Rydberg atoms we found a slow down of

relaxation with an increase in the range of correlations. A very loose connection between

this static property and the dynamic relaxation is already imposed by the presence of a finite

speed of correlation propagation [175]. If non local correlations are absent in the initial state,

only sites within light cone of finite size can become correlated, within a finite amount of time.

For the two dimensional model, within the long range ordered phase the relaxation time must

therefore scale at least as

TR ≥ O(L1), (7.21)

with the linear system size L. In the following we will rely on the results from dMC to extract

the quantitative relaxation behavior and determine the correct dynamical exponent z for our

model.

Using dMC we have access to the full time evolution and we extract the relaxation time

from the asymptotic approach of the Neel order parameter q(t) to its steady state value. To

reliably extract the relaxation time one must take into account the inherent fluctuations of

the order parameter for a finite number of Monte Carlo trajectories NMC. Furthermore q is a

self averaging quantity with increasing system size, such that the increased cost of individual

trajectories is counteracted by the need for less trajectories

∆q

q
≈ 1√

NMCL
. (7.22)

For our analysis we only consider data in the interval 0.05 > |q(t) − q∞| > 50∆q, where the

relaxation is exponential and the signal to noise ratio is sufficiently large. In Fig. 7.3(b) we

show results for systems of linear size L = 6 to L = 40. The log-log scale reveals the algebraic

relation and the scaling of relaxation time defines the dynamical critical exponent of the model

TR ∼ Lz=2.22±0.10, (7.23)

which is notably a much larger exponent than expected from the simple Lieb-Robinson bound

argument. Note that in thermodynamic limit the dynamical exponent is defined via the

scaling of the relaxation time with the correlation length

TR ∼ ξz=2.22±0.10. (7.24)

Domain wall dynamics

An intuitive explanation for this exponent becomes apparent from the snapshots shown in

Fig. 7.3(c), which display the state of a single MC trajectory at three times of the relaxation

towards stationary state. Sites in the ground state are gray, excitations are white or black

according to an underlying checkerboard. All atoms are initialized in the ground state. Shortly

after switching on the driving Ω local order emerges and small domains of “black“ and “white“

form. The microscopic dynamics of excitation/deexcitation gives rise to slow domain wall

dynamics on larger length scales than the blockade radius. General trajectories in our system
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Figure 7.4: (a) Small subset of the many body rate equations to illustrate the broken detailed
balance. (b) Trace norm distance F of the steady state to a thermal state of an Ising model
with optimized values of β, h and Vij (cf. Eq. (7.26)) for a 4×4 lattice with periodic boundary
conditions and α = 6, p0 = 0.9, V0/ω = 2.97.

with periodic boundaries will go through a stage of two similar sized domains and eventually

turn either white or black, spontaneously breaking the discrete sublattice symmetry. The

split of the system in two parts is the slowest decaying “excitation“. In order to form a single

domain the domain walls have to touch. The initial distance is at most L/2 and the relative

motion behaves like a 1D random walk. This diffusive behavior alone explains a dynamical

exponent of zdiff = 2, close to the observed value of z = 2.22 ± 0.10. Again this value is in

agreement with results on kinetic Ising models discussed before in [176, 177].

7.3.3 The Ising iniversality class

A hallmark result of statistical mechanics is the concept of universality classes. The scaling of

free energy at a phase transition only depends on the symmetries of the problem and therefore

very different physical systems may have similar behavior due to the underlying symmetries.

The Ising universality class is a paradigmatic example and a representative is given by the

classical Ising Hamiltonian

HIsing = h
∑
x,y

σ̂(x,y)
z +

∑
x,y

∑
x′,y′

Vx,y,x′,y′ σ̂
(x,y)
z σ̂(x′,y′)

z . (7.25)

For members of this universality class a critical exponent of correlation length νIsing = 1

is expected and found in equilibrium physics [174], which can be derived from the exact

solution of Onsager [178]. The same exponent we determined here for the non equilibrium

situation of a driven Rydberg gas. Furthermore our results for the dynamical critical exponent

are compatible with results for kinetic Ising models, notably without power-law interaction

[176, 177]. The observed dynamical properties are very similar to those of model A in the

classification scheme of equilibrium critical dynamics of Hohenberg and Halperin [179].

7.4 Non Thermality

The effects of power-law interactions as well as of the dissipative nature of the phase transition

can be illuminated by direct comparison of the steady state %̄ to thermal equilibrium states..

In the limit α→∞, the rate equations fulfill detailed balance conditions and %̄ coincides with



7.4. NON THERMALITY 93

the thermal state of an Ising model

%Is =
1

Z
exp

{
−β
[
h
∑
j

σ̂zj +
∑
i<j

Vi,j(σ̂
z
i +

1

2
)(σ̂zj +

1

2
)

}
, (7.26)

where σ̂zi = σ̂
(i)
ee − 1/2, if Vi,j → ∞ for next neighbors and zero otherwise, and βh = ln 1−p0

p0
.

Such a correspondence no longer holds in the case of power law interactions, for which one

can show that the rate equations do not satisfy detailed balance. Consider the small subset

of configuration space for three atoms shown in Fig. 7.4(a). Using the rates of excitation

and deexcitation in Eq. (7.13) we can consider the detailed balance solution to the ratio of

probabilities for all atoms excited and only the leftmost atom excited α = p111/p100. If we

consider the left path we find

αL =
Γ↑(VNN)Γ↑(VNN + VNNN)

Γ↓(VNN)Γ↓(VNN + VNNN)
=

1

[1 + V 2
NN/ω

2][1 + (VNN + VNNN)2/ω2]
. (7.27)

Following the right path yields

αR =
1

[1 + V 2
NNN/ω

2][1 + (2VNN)2/ω2]
, (7.28)

which in general is different from αL. The notable exception is given VNN → ∞, the NN

model.

To demonstrate that thermal states of Ising models %T do not capture the non equilibrium

steady state %̄, we considered an optimization regarding the trace norm distance

F(%T, %) =
1

2

∑
s

|%T,s − %̄s|, (7.29)

which can be used to bound the difference of expectation values in both states

|〈Â〉T − 〈Â〉| < ||Â||F(%T, %). (7.30)

One can show that for two random density matrices the trance norm distance is given by

F = 1/2. Be N � 1 the number of states, then the weights of random density matrices X,Y

are Poisson distributed with mean 1/N . Therefore we find

F(X,Y ) =
N3

2

∫ ∞
0

dy

∫ ∞
0

dy|x− y|e−N(x+y) (7.31)

= N3

∫ ∞
0

dy

∫ x

0
dy(x− y)e−N(x+y) (7.32)

= 1/2. (7.33)

We here considered Ising models with external field h and couplings to next neighbors VNN

and next next neighbors VNNN. We used exact calculations for the stationary state in systems

of size 4× 4 with periodic boundary conditions and optimized the parameters of the thermal

model with respect to the trace norm distance. The results of this optimization are shown

in Fig. 7.4(b) as a function of the detuning ∆0 across the phase transition. F is consistently

below 0.5 and therefore the thermal state is an improvement compared to random states.

However overall agreement is only on the order of 0.1-0.2 and therefore the thermal states

do not describe the specific steady states, although they fall into the Ising universality class
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regarding the critical exponents of the phase transition.

Conclusion

In this chapter we have shown that two dimensional lattice gases can undergo a dissipative

phase transition towards a state of long range order Rydberg excited atoms. Mean field

predictions for this transition were shown to be qualitatively wrong and we showed that the

preparation of ordered states, requires excitation schemes like CPT or superatoms that go

beyond the possibilities of a single two level atom. Furthermore we showed that a finite off

set detuning is required for the case of vdW interacting atoms to compensate the effects of

the long range tail.

The analysis of spin-spin correlations regarding the correlation length ξ and relaxation

time TR of the order parameter were used to determine the critical exponents of the steady

state phase transition

ξ = |∆0 −∆C |ν=1.0±0.1, (7.34)

TR ∼ ξz=2.22±0.10. (7.35)

The static and dynamic critical exponent ν and z are in accordance with the two dimensional

Ising universality class. Dynamic Ising models have been further classified as model A systems

within the theory of dynamical critical phenomena [179] and it would be interesting to reveal

further similarities or deviations between the model we consider and this class.

The stationary state of the NN model is equivalent to the thermal state of a simple, classical

Ising model. Similar relations to thermal states have been identified before to describe quasi

stationary states for unitary Rydberg systems [180]. As we did for the NN model, the authors

did not take into account the tail of the interaction potential and instead considered a perfect

blockade for atoms within a finite distance. We here showed, that the inclusion of the real

vdW potential breaks the relation between the stationary state and thermal states of Ising

models and it would be interesting to investigate, whether this statement holds for earlier

studies on thermalization in Rydberg systems.



Chapter 8

Driven Rydberg Continuum

Systems

The preparation of long range ordered Rydberg excitations in a two dimensional lattice is a

nice example of a non equilibrium phase transition in the stationary state. However, even more

ambitious is the preparation of a true crystal of excitations in the absence of an underlying

lattice. Furthermore the controlled geometry of a lattice only permits certain distances of

atoms and therefore only parts of the interaction potential are probed. This is used, when

introducing approximations such as the NN blockade for the vdW potential and the resulting

models often are amenable to exact solutions [181][H-2013a]. In contrast, for continuum

systems the complete interaction potential is probed and the number of atoms is typically

much larger than in lattices. Introducing and validating good approximations and developing

numerical techniques for these systems is therefore an important challenge.

One additional reason for the study of continuum systems is, that they are the natural

experimental approach towards Rydberg physics. First experiments by Singer et al. showed

the effects of vdW interaction in cold atomic vapors by spectral broadening of the Rydberg line

[182, 183] and soon thereafter a theoretical approach using rate equations for the excitation

dynamics was developed [184]. This approach is closely related to our methods and has been

adopted by others as well [185, 186].

The saturation behavior of the density of Rydberg excitations was theoretically studied

using mean field calculations in a fully unitary model [187] and experimentally confirmed by

Löw et al. [188]. Continuous Rydberg gases can not only be studied with ultra cold atoms

but also in hot thermal vapors as shown by Baluktsian et al. [189]. The dynamic behavior of

the number of excited atoms and the onset coherent Rabi oscillations were demonstrated in

[190], whereas multiple period Rabi oscillations were realized using post selection in [191].

Theoretical study of long range spatial correlations was first addressed in [187] and Schwarz-

kopf et al. demonstrated the use of accurate ion optics to extract spatial correlations of excited

atoms after field ionization [192]. As discussed in the introduction to driven lattice models,

two perspectives have been considered regarding the preparation of a Rydberg excitation crys-

tal. First of all the one can try to adiabatically prepare this crystal as the ground state of a

Hamiltonian [162]. This approach is only feasible, when the time scales required for adiabatic

following are short compared to typical dissipation rates. The second approach is to employ

the competition between coherent excitation and dissipation, to prepare a correlated station-

ary state. Such a correlated state could enable the creation of a low temperature plasma in

the regime of strong coupling [193].

Schauss et al. were able to demonstrate the emergence of spatial correlations between

95
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Figure 8.1: (a) Rydberg excitation in dense atomic clouds with an elongated cigar shape
such that the radial extension is small compared to the blockade radius db � lb but multiple
excitations can be spread along the long axis db � lz. Our analytic description relies on the
lattice representation (b) and an approximation of the interaction potential as hard rod like.

excitations using single site resolution microscopy [194]. They used two dimensional Mott

insulators of unit filling, with a lattice spacing a ≈ 0.5 µm and excited Rydberg states

with a blockade radius of db ≈ 5 µm and therefore in the continuum regime. Whereas the

original interpretation of the experiment was in terms of the energy spectrum, it was shown

that experimental results are also in agreement with results of an incoherent rate equation

simulation [195]. Due to the finite extend of the initial Mott insulator, only short range

hexagonal order of excitations could be demonstrated.

We here focus on the emergent spatial correlation in extended one dimensional systems

taking into account the tail of the vdW interaction. Similar systems have been considered

before, however only for short systems of few blockade radii length [196], or approximate

interaction potentials in the absence of dissipation in [197]. To begin with, we generalize

the NN rate equation model to large blockade radii [198] and show that the exact solution

in the continuum limit is identical to the thermal state of the well known hard rod gas

[199, 200]. Based on previous results for this model, we characterize the spatial correlations

that emerge between Rydberg excitations. Whereas truncation of the interaction potential

to next neighbors is well motivated in lattice systems, it is a rough truncation in the quasi

continuous scenario discussed here. We therefore employ the established MC algorithms to

study the effect of soft Dipole-Dipole and vdW interactions and compare the results to the

analytic hard rod predictions. This discussion is based on the publication [H-2013b] and we

conclude the chapter by considering the case of higher dimensional hard sphere models and

the implications for Rydberg systems.

8.1 Hard Rod Model

We begin by reconsidering the idealized NN model in chapter 6 and generalize it for dense

and continuous systems. By our definition of a dense system the blockade radius is much

larger than the average distance between adjacent atoms db � 1/%at. Instead of the random

distribution of atoms in a real gas, we use an equidistant chain of atoms, with lattice constant

a = %−1
at , that approximates a homogeneous density distribution. We introduce the number

of atoms within the blockade radius Nb = bdb%atc.

We gain analytic insight by studying the problem of step like interaction potentials first,

such that an excitation perfectly blocks further excitations within the blockade radius but

does not influence dynamics at further distances directly. Under these conditions we can
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again map the dynamics to a classical rate equation model

L
(j)
d = σ̂(j)

gr , (8.1)

L(j)
p =

√
κσ̂(j)

rg

j+Nb∏
j′=j−Nb

(σ̂(j′)
rr − 1). (8.2)

In this chapter we focus on atoms driven with a simple two level scheme, such that the driving

parameter is on the order of one κ ≈ 1. For the 1D lattice problem we showed that a CPT

excitation scheme yields κ� 1, however benchmarking simulations for small number of atoms

showed, that a rate equation treatment in continuum systems is only valid in the presence

of strong decoherence γ, which renders the coherent trapping of population in the Rydberg

state ineffective.

The stationary state is the identical detailed balance solution as in Eq. 6.17, with the

difference that allowed states now only have excitations at a minimum distance of Nb. The

number of possible configurations for P excitations on chain of length L is still analytically

solvable

N(P,L, lb) =

(
L−Nb(P − 1)

P

)
, (8.3)

an analytic expression for the partition function is however not known. For large systems the

function κPN(P,L,Nb) is a highly peaked function of P and by solving for its maximum we

find

%ex =
〈P 〉
L

=
1

db

W (η)

1 +W (η)
, (8.4)

where η = κNb and W (η) is the Lambert function defined via WeW = η. For η � 1 the

density approaches %ex → d−1
b , which is the maximum filling fraction.

8.1.1 Equivalence to thermal continuum hard rods

The partition function for a fixed number of excitations P with minimum distance Nb on a

lattice of length L can be written as a sum over all possible configurations

ZP =
1

P !
κP

∑
j1,··· ,jP

∏
m,n

Θ(|jm − jn| −Nb). (8.5)

We now approximate the sum by an integral in the continuum limit

ZP ≈
1

P !
(κ%at)

P

∫∫ lz

0
dz1 · · · dzP

∏
m,n

Θ(|zm − zn| − db)

=
1

P !
(κ%atdb)P

∫∫ lz/dr

0
dx1 · · · dxP

∏
m,n

Θ(|xm − xn| − 1)

=
1

P !
(κ%atdb)P

∫∫ lz/dr

0
dx1 · · · dxP

∏
m,n

e−u(xm−xn), (8.6)

with a hard rod pair potential u(d) =∞ ·Θ(d− db) and rods of length db. We introduced a

rescaled coordinate x = z/db to simplify the notation from here on. In the continuum limit

the stationary state of the non equilibrium model is identical to the thermal state of a hard

rod gas with chemical activity [199]

η = κ%atdb. (8.7)
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Figure 8.2: Second order correlation function g2(d) as a function of distance between hard rod
centers for two different parameters of the chemical activity η. For the larger η we have added
the individual terms in the sum in Eq. (8.8) in (a) to illustrate the distribution of consecutive
neighbors. In (b) we show the exponential decay of oscillations at large separations d and have
added the semi analytic fits for the decay of amplitude (dashed). The results for oscillation
period b0 and correlation length ξ from numeric solution of Eq. (8.21) are displayed in (c).

The dissipation free time evolution of the continuously driven gas has been studied before

by Ates et al. [197]. Similar to our derivations so far, they considered interactions between

Rydberg excited atoms of hard rod type. Whereas the dynamic evolution of this system

does not relax towards a mixed stationary state, they showed that expectation values are

reproduced by a microcanonical maximum entropy state. In terms of our dissipative system,

this state corresponds to the choice of κ = 1, where all configurations, which are not blocked

by the hard rod constraint, are equally populated.

A formal expansion of second order correlation functions is given by [200]

g2(x) = %−1
ex e
−W (η)x

∞∑
n=1

[
(x− n)(n−1)ηn

(n− 1)!
Θ(x− n)

]
. (8.8)

In Fig. 8.2 we display the correlation function for two values of η. The hard rod constraint

enforces g2(x) = 0 for x < 1 and the largest probability density is found at the position

x = 1+. The first term in (8.8) decays exponentially and characterizes the probability distri-

bution for the distance to the next closest excitation. Indeed, the nth term in the sum (8.8)

corresponds to the nth closest neighbor distance distribution. In Fig. 8.2(a) we have indicated

the individual terms with dashed lines. Note the broadening of the individual distributions

that is responsible for the relaxation of g2(x) towards 1 at large distances.

8.1.2 Asymptotic decay of correlations

The analytic expression for g2(x) in Eq. (8.8) does not yield immediate insight into the be-

havior of correlations at large distances. Therefore we will derive analytic expressions for the

oscillation period and correlation length that govern the asymptotic behavior of correlations

g2(x) ≈ 1 + e
−x
ξ cos

(
2π

x

x0

)
. (8.9)
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By differentiating g2(x) and introducing an index shift for the sum we find the differential

equation
d

dx
g2(x) = −W (η)g2(x) + ηe−W (η)g2(x− 1), (8.10)

with boundary conditions

g2(x < 1) = 0, and g2(1) = 1 +W (η). (8.11)

To simplify further notation, we shift the function by defining g(x) = g2(x + 1) and to

understand the features of the differential equation we apply a Laplace transformation

F (s) = L(f(x)) =

∫ ∞
0

e−sxf(x)dx, (8.12)

which yields the algebraic equation

sG(s)− g(0) = −W (η)G(s) + ηe−W (η)G(s)e−s, (8.13)

⇒ G(s) =
g(0)

s+W (η)(1− e−s)
. (8.14)

We here have used the properties of the Laplace transform, L[f(x+ a)] = exp(as)F (s) , and

of the Lambert function, W (η) = exp[−W (η)]η. The small s behavior, i.e. the long wave

length limit, is given by the value of limx→∞ g(x) for which we find

lim
s→0

G(s) =
g(0)

(1 +W (η))

1

s
(8.15)

⇒ lim
x→∞

g(x) = lim
x→∞

g2(x) =
g(0)

1 +W (η)
= 1 (8.16)

as it should be.

To find the period and decay constant of the oscillations we consider the poles of G(s).

Of course one pole is located at s = 0, corresponding to the background density. Two more

poles are indicated by numerical evaluation in the surrounding, however one can not find the

roots of the denominator directly. Therefore we make the ansatz s = a+ ib

s+W (η)(1− e−s) = 0 (8.17)

a+W (η)−W (η)e−a cos(b) + i
[
b+W (η) sin(b)e−a

]
= 0. (8.18)

The imaginary part equations yield

W (η)e−a =
−b

sin(b)
(8.19)

⇒ a = − log

(
−b

W (η) sin(b)

)
, (8.20)

which we can insert in the real part equation

log(W (η)) +W (η)− log

(
−b

sin(b)

)
+

b

tan(b)
= 0. (8.21)

The equation can not be solved in closed form, but are solved easily using numeric methods.

From a, b both the decay ξ = −1
a and the period of oscillations x0 = 2π

b are found and shown
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Figure 8.3: (a) Excitation probabilities for atoms at the edge of a one dimensional lattice
subject to resonant two level driving with ∆0 = 0,Γr = Ω/10,Γd = Ω. Triangles (connected
by dotted lines) correspond to DD interaction, and circles (connected by solid lines) correspond
to vdW interaction between excited atoms. The number of excitations per blockade radius is
given by %atdb = 5, 10, 20 (blue, gray, black). 8.3(b) and (c) show the corresponding spatial
correlations g2(z) for DD and vdW interaction respectively. In the inset of both graphs, g2(z)
is plotted vs z in units of the collective blockade radius dcb of Eq. 8.22.

in Fig. 8.2(c).

Keeping in mind that η = κ%atdb we find that the correlation length slowly increases

with the chemical activity, whereas the oscillation period of the correlation function decreases

towards b0 = db, the η → ∞ limit where excitations are perfectly ordered. For small atomic

densities per blockade radius on the order of O(10), the correlation length is only one to two

blockade radii, but already for hundreds of atoms hard sphere interacting atoms would display

correlations up to ten blockade radii apart.

8.2 Soft Interaction Potentials

We now turn to the discussion of one dimensional gases with soft interaction potentials corre-

sponding to Rydberg excited atoms. The main tool for this discussion is ssMC as described in

15.2 implemented by David Petrosyan to solve the system of rate equations. In Fig. 8.3(a) we

show the spatial distribution of Rydberg excitation probabilities in finite systems of L = 15db

with open boundary conditions and different atomic densities %at. Atoms are continuously

excited via effective single photon transition on resonance under conditions of strong decoher-

ence ∆0 = 0,Γr = Ω/10,Γd = Ω.

As in the lattice case, the excitation probability for atoms close to the edge is enhanced

and a density wave of short range is pinned to the boundary [199]. The two excitation

correlation function is extracted from the MC simulations and shown in 8.3(b) and (c) for

DD interacting and vdW interacting excitations respectively. Whereas for interaction types

excitation within the blockade radius db is suppressed, only for the vdW case an avoided

distance is found. Furthermore, correlations beyond db are much more pronounced for the

sharper vdW potential.

8.2.1 Collective blockade radius

The avoided distance where g2(z) ≈ 0 is significantly smaller than the blockade radius. A

better measure is given by the collective blockade radius. In a dense system, %atdb � 1, an
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Figure 8.4: (a) Density of Rydberg excitations of vdW interacting atoms as a function of
atomic density per blockade distance. Comparison of MC simulations (red circles) and HR
potential results with dr = db (dotted black line). (b) Oscillation period b0 and (c) correlation
length ξ extracted from the MC simulation results in comparison with the HR predictions.

The effective range of the HR potential d
(v0,ξ)
r (blue stars, right axis) is obtained by equating

b0 and ξ for the vdW and HR interaction results. The dashed lines in (b) and (c) are the
blockade distance db (blue) and dcb (gree).

atom in the Rydberg state |r〉 blocks the excitation of other atoms within a certain distance

which, due to collective effects, is somewhat smaller than the blockade distance db for a pair of

atoms. To estimate the collective blockade distance dcb, note that the collective Rabi frequency

Ωcb =
√
NcbΩ, and thereby the excitation linewidth wcb ' 2Ωcb

√
γrg/Γr ,for Ncb = %atdcb

atoms, is enhanced by a factor of
√
Ncb [76, 188]. Substituting Ncb into the definition of

dcb ≡ p
√
Cp/wcb yields

dcb =
db

(%atdb)1/(2α+1)
. (8.22)

For the important case of vdW interaction this results in a reduction of the blockade radius

dcd/db = (%atdb)−1/13 that is on the order of 20% for the densities discussed here. In the insets

of Fig. 8.3(b) and (c) we show the correlation function with distance scaled in units of the

collective blockade radius and find an avoided distance of range dcb for the vdW interacting

atoms across the different atomic densities.

8.2.2 Quantitative comparison

We now want to quantify the suitability of the HR model for the description of the system

under the vdW potential. The DD potential is not discussed as already short range correlations

reveal that it is too soft. We compare the mean densities of excitations %̄ex, as well as

the oscillation periods λ and decay lengths ξ of spatial correlations g2(x) and normalize all

quantities by the blockade distance db.

Since we need to specify the range of the HR potential let us first equate it to the blockade

distance of the vdW potential, dr = db. The average densities of excitations obtained from

the MC algorithm and the HR rate equation model are then remarkably close, %̄vdW ' %̄HR,

especially at high atomic densities %atdb � 1, see Fig. 8.4(a). Also the oscillation period λ

of the density wave, shown in Fig. 8.4(b), is well reproduced by the HR model. However,
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with increasing the atomic density, the oscillation period b0 of the density wave decreases

slightly faster for the vdW potential. The softness of the vdW potential, compared to the

HR potential, is the origin of the shorter correlation lengths ξ, see Fig. 8.4 (c). Nevertheless

the HR rate equation model does also allow to extract the correct order of magnitude of the

correlation length and predicts correctly the dependence on the atomic density.

Up to now we have set dr = db. Next, we assume equal oscillation periods b0 for both

potentials and then deduce the corresponding range d
(λ)
r of the HR potential, which turns out

to be close to db but slowly decreasing with increasing the atomic density %at, Fig. 8.4(b).

Alternatively, we equate the correlation lengths ξ and find somewhat smaller corresponding

range of the HR potential, d
(ξ)
r ' 0.9db, again slowly decreasing with increasing the atomic

density %at, Fig. 8.4(c). It is however significantly larger than the collective blockade distance.

8.3 Remarks on Higher Dimensional Systems

Hard rods in one dimension do not undergo a phase transition to a long range ordered state,

when increasing the chemical activity η. Furthermore, the comparison of MC results for

realistic interaction potentials with hard rod predictions shows, that vdW interacting atoms

are even less likely to support an ordered state under the nonequilibrium conditions discussed

here. As for lattice systems, the situation changes in higher dimensions. We here will only

give a brief outlook and review the results on the 2D hard disc gas and relate it to the driven

Rydberg gas.

8.3.1 Hard disc gas

For hard discs of radius 1, the pair interaction potential is given by u(r) = ∞ × Θ(1 − r),
with distance r. The only relevant quantity in the thermodynamic limit is the chemical

activity η, which is equivalent to the density of disks. Maximal filling is realized for η →∞,

where discs form a hexagonal lattice with filling fraction fmax = π/2/
√

3 ≈ 0.907. For low

densities the relation between chemical activity and filling fraction is well described by a Pade

approximation [201]. This expansion breaks down for fillings greater fC ≈ 0.7 [202], where

the hard disc gas undergoes a transition away from the fluid. Despite decades of research the

presence of a hexatic phase in between the ordered and fluid phase is not clear [203]. In terms

of chemical activity, the critical regime occurs around log(ηC) ≈ 13 [202].

An important order parameter in two dimensional gases is bond orientation order [202].

Bond orientation of order m for a single disc j is defined as

Ψ
(m)
j =

1

m

m∑
k=1

emiΦj,k , (8.23)

where k sums over the nearest neighbors and Φj,k is the angle between a fixed axis and the

line through discs j and k. The hexatic order parameter Ψ(6) =
∑

j Ψ
(6)
j vanishes in the

liquid phase but is finite in the solid phase and would be a suitable order parameter for the

discussion of two dimensional Rydberg gases.
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8.3.2 Driven Rydberg gases in two dimensions

For the non equilibrium system with hard rod interaction potential in 1D, we showed that

the chemical activity is given by κ%atdb. A similar mapping holds in two dimensions

η = κ%at
πd2

r

4
, (8.24)

which is simply the product of driving parameter κ and the number of atoms within a blockade

disc. For two level driving κ ≈ 1 and to reach η > ηC one requires atomic densities on the

order of

%atd
2
r ≈ 106. (8.25)

Although large, this is within reach of BECs with strong confinement in one direction and

peak densities of % = 104 µm−2 and excitation of high n Rydberg states that have blockade

radii on the order of db ≈ 10 µm.

Conclusion

By generalizing the models developed in previous chapters, we have quantitatively analyzed

the spatial correlations of Rydberg excitations in driven dissipative 1D systems. Using MC

sampling of the many body dynamics we assessed the quality of approximations that replace

the long range DD and vdW potential by a hard rod like potential. Whereas we found that

the notation of a blockade radius for DD interactions is not correct, agreement with vdW

interaction results was qualitatively good.

We derived the asymptotic behavior under the conditions of a hard rod interaction poten-

tial and revealed the close relation to long studied distribution models [199]. Whereas this

analogy predicts the absence of a phase transition from short to long range correlations in

1D, an intricate transition from fluid to hexagonal order is predicted in 2D, which will be the

subject of future investigations.
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Chapter 9

The Mesoscopic Superatom

The interaction of single photons with single atoms is in general very weak, but efficient

coupling of photonic qubits to atomic qubits is an essential component for the realization

of scalable quantum information processing and communication technology. Lukin et al.

proposed to use dipole blockaded ensembles of atoms instead of single atoms [13]. The resulting

superatom inherits the strong collective coupling of many atoms, but due to Rydberg blockade,

it also acts like a single atom, that encodes only one collective qubit.

Such a superatom is an example of a well controlled and strongly interacting quantum

system, that constitutes a new kind of matter [204], which displays properties that surpass

single particle physics and thus enable advances in various fields. We already gave an example

for the use of such superatoms (SA) in Chapter 7 regarding the simulation of many body spin

physics. A wide range of theoretical proposals has been inspired by the original idea. Honer et

al. discussed how a SA can be facilitated for the creation of non classical light [168] and Müller

et al. proposed the realization of quantum gates using SAs [205]. The concept has furthermore

strongly influenced the way people think about extended Rydberg systems [198, 206].

Important steps towards the experimental realization of the original idea have been realized

during the last years. The excitation blockade for few atoms was demonstrated using strong

dipole traps for individual atoms [92, 207]. First measurements on Rydberg blockade in

mesoscopic samples and the observation of collective Rabi oscillations was achieved by Reetz-

Lamour et al.[208]. Dudin et al. observed multiple periods of collective Rabi oscillations by

employing a second mechanism beyond Rydberg blockade to suppress the influence of doubly

excitation [191]. They used an optical readout with strong selection regarding the direction

of emission. Thereby they took advantage of spin wave dephasing for multiply excited states,

which did not contribute to the measurement signal [209]. However, the original proposal of

a spatially very small and therefore strongly blockaded ensemble has so far not been realized.

We here discuss the realization of a mesoscopic superatom and review results, which have

been published in [H-2014c].

The experiment in the group of Herwig Ott demonstrated the controlled creation and

excitation of a mesoscopic SA and we contributed the theoretical modeling and simulation

via rate equations and the quantitative comparison of experimental and theoretical results.

Furthermore, careful analysis of experimental data was used to extract the relevant parameters

such as decoherence rates and Rabi frequency from measurements.

To begin with we characterize the experiment and briefly discuss the preparation of the

small atomic ensemble. The SA density distribution is characterized with blockade physics

in mind and the relevant quantities for the following theoretical analysis are introduced. The

experiment uses a single photon transition to directly excite atoms from ground to Rydberg

105
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P-states. Whereas the associated non- isotropic interaction opens possibilities for interest-

ing many-body physics and is a requirement for a number of theoretical proposals, we here

motivate an effective potential that approximates it with an isotropic vdW interaction. The

key observable is the string of ions from photoionization of excited atoms, that enables in

vivo measurement of the SA. The microscopic modeling of the SA requires the extraction

of unknown parameters. We therefore consider the ion signal at small excitation power and

furthermore discuss decoherence and its origin for the SA. The introductory sections are

concluded by discussing details of the numeric simulation.

We then present the results of the experiment together with theoretical simulations, which

are shown to be in good, quantitative agreement. The main observables we consider are the

peak rate of ions and ion-ion correlations. We demonstrate that the mesoscopic SA under

resonant driving can be operated as a strongly antibunched, dipole-blockaded ensemble in

the spirit of Ref.[13]. However, the mesoscopic size allows us to go beyond simple two-level

physics and further explore the transition to many-body physics in a controlled manner. When

driven off resonantly the SA can be used to study antiblockade and gives novel insight into

the formation of strongly correlated Rydberg aggregates [210, 84].

9.1 Characterization of the Experiment

The mesoscopic SA is at the interesting transition point between exactly solvable few-body

physics to complex, and in general intractable many-body physics. In this section we identify

and quantify the most relevant ingredients of the SA dynamics and thereby establish an

accurate model. Despite of its small size, an exact solution of this model, especially for a

strongly driven SA, is infeasible and we must introduce a second layer of approximation,

which we discuss in the following section.

Different aspects of the SA need to be characterized for a quantitative modeling. First of

all we discuss the density distribution of ground state atoms, which is the result of compression

and reshaping of a BEC and derive the relevant information regarding blockade physics. We

furthermore discuss the excitation mechanism and the ionization channels, which are the key

element to the experimental observations. We conclude this section with a discussion of the

complex pair interaction of atoms excited to Rydberg P-states and introduce an effective vdW

potential.

9.1.1 Preparation and geometry

The SA is prepared by reshaping a small Bose-Einstein condensate (BEC) of about 1700
87Rb atoms as illustrated in Fig. 9.1(a). The initial BEC is confined in an almost isotropic

dipole trap at wavelength of λ = 1064 nm. An additional one dimensional optical lattice with

spacing 532 nm freezes the axial movement of atoms and by increasing the radial trapping

frequencies of the dipole trap, atoms are confined to small pancakes stacked along the axis of

the lattice (middle part of Fig. 9.1(a)). Using a focused electron beam atoms in individual

pancakes are depleted by electron impact ionization as proposed in [30]. For the mesoscopic

SA we discuss here, all but three adjacent layers are removed in this way. Note however, that

arbitrary patterns of removal are possible, making the extension to multiple SA along one

dimension with finite separation easily possible. With the addition of further optical lattices

preparation of two dimensional arrays of SAs is feasible. In Fig. 9.1(b) we show the density

distribution after preparation of the SA measured with electron microscopy [31].

The number of atoms in the SA can be adjusted between 100 − 500 at a temperature of
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Figure 9.1: (a) Starting from a BEC in a dipole trap (left), atoms are frozen in axial dimension
by an additional optical lattice and radially compressed (center) by tuning the dipole trap.
Then atoms are removed from all but a few lattice sites with a focused electron beam (right).
(b) The resulting atomic sample contains between 100 − 500 atoms at a temperature of
T = (3.5± 0.5) µK. (c) Probability distribution for the separation s of two randomly chosen
atoms within the SA (blue squares). The distribution is near identical to the distribution for
an isotropic Gaussian systems with σG = 0.77 µm (red). The dashed black line shows the
proportion of atoms further apart than separation s from a random atom.

T = (3.5± 0.5) µK. The measured density distribution is approximated by the sum of three

shifted Gaussian distributions, each representing one pancake layer,

%SA(r, z) ≈ 1

3σr
√

8π3σz

1∑
ν=−1

e−r
2/(2σ2

r)−(z−νdz)2/(2σ2
z), (9.1)

with σr ≈ 0.9 µm, σz ≈ 0.2 µm and a separation of dy ≈ 0.5 µm. Rydberg blockade originates

from the distance dependent interaction shift between two excited atoms and we are therefore

less interested in the overall density distribution, but in the distribution of distances between

individual atoms. In Fig.9.1(c) we display the numerically calculated distribution of distances

p(s) for the density distribution %SA (blue squares) together with results for an isotropic

Gaussian density distribution (red). The width σG = 0.77 µm of this distribution is chosen

such, that the mean distance between atoms s̄ ≈ 1.3µm is identical to the mean distance

for %SA. Apart from small deviations, the distributions agree very well and thus distance

distribution functions for spherically symmetric density distributions are used, which can be

derived in an elegant way [211]. For a Gaussian distribution in three dimension one finds

s̄ =
4√
π
σG ⇒ σG ≈ 0.77 µm, (9.2)

p(s)ds =
s2e−s

2/4/σ2
G

σ3
G2
√
π

ds, (9.3)

which will be the basis for different analytic insights into the SA physics. Intuitive length

scales can be extracted from the cumulative distribution P (s) =
∫ s

0 ds
′p(s′). For more than

∼ 40% of all atom pairs, their distance is larger than 2 µm, despite of the much smaller SA

size of only σG = 0.77 µm.

Most experiments are conducted with approximately N = 125 atoms, resulting in peak
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densities after preparation of %0 ≈ 140 µm3. At the low temperatures of the SA the mean

velocity of atoms is ¯|v| =
√

3kbT
mRb

≈ 40 nm/µs. We thus neglect atomic motion within our

model and consider a frozen gas of ground state atoms [212].

9.1.2 Excitation and ionization

Atoms are prepared in the 5S1/2-ground state and are excited to the 51P3/2-Rydberg state

with a single photon transition at wavelength λUV = 297 nm. By tuning of the UV laser

power the single atom Rabi frequency can be adjusted over four orders of magnitude from

100 Hz up to 1 MHz. The effective lifetime of the 51P3/2-Rydberg state including the effect

of black body radiation is τnat ≈ 100 µs [213]. However only 50% of the decay is directed

towards the ground state and the remaining 50% leads into other Rydberg states. We here

do not take into account the population of different Rydberg states but instead simplify our

model. The spontaneous decay to the ground state is taken into account with rate Γs = 5 kHz

and the channels to other Rydberg states are neglected.

The main process of excitation loss is photoionization at rate Γion = 45 ± 5 kHz from

the intense dipole trap laser [87]. Other ionization channels are given by Hornbeck-Molnar

ionization, Penning ionization, and Rydberg-Rydberg collisions [214], however all of these are

small compared to photoionization in this experiment. To detect the ions, a small electric

field is used to accelerate them out of the sample and towards an ion detector, which has a

detection efficiency of η = 40±8%. A sufficiently large extraction field of E ≥ 60 mV/cm has

to be applied, to prevent ion-ion interactions that result in unwanted correlations.

9.1.3 P -state interaction

Due to the selection rules imposed for single photon transitions, atoms are excited to Rydberg

P -states. By applying external magnetic fields, the degeneracy of different mz states is lifted

and the 51P3/2,mz = 3/2 state is separated by multiple GHz from the next level. The

interaction between excited atoms is in general anisotropic and can be described as a binary

interaction [215]. At large atomic separations, the binary interaction potential is of vdW type

[90] as described in the Sec. 1.3 of the introduction

V (r, θ) ≈ C6(θ)

r6
, (9.4)

C
51P3/2,mz=3/2

6 (θ) = [−34.05 + 47.17 cos(2θ)− 11.59 cos(4θ)] GHz µm6. (9.5)

In the inset of Fig. 9.2(b) we illustrate the angle dependence of C6(θ) for the Rydberg state

employed here. For angles up to θ0 ≈ 0.11π the asymptotic interaction potential is repulsive,

but for θ ∈ (θ0, π − θ0) it is attractive. If we only consider the asymptotic behavior it is thus

unclear whether strong blockade can be observed for P-states, as one will always find non

interacting atom pairs near the angle θ0.

The main part of Fig. 9.2 (b) shows the molecular potential curves for 51P3/2,mz =

3/2 obtained by Tobias Weber using exact diagonalization of the interaction Hamiltonian.

Whereas for interatomic separations s > 5 µm the vdW interaction is a good approximation,

perturbation theory breaks down for the small distances in the mesoscopic SA. An avoided

crossing with the 51P3/2,mz = 1/2 state bends all interaction curves, which have a negative

C6 for large distances into a repulsive interaction for small distances. Atomic pair distances in

the SA are smaller than 3 µm and only probe this repulsive part of the interaction potential.

Therefore effective blockade of double excitation is expected.
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Figure 9.2: (a) Scheme of the SA experiment. Atoms are excited with single-photon transition
into a 51P3/2-state (λ ≈ 297nm), where they strongly interact with other excited atoms. The
level scheme for two atoms at separation s is shown with interaction energy scaling of vdW
type. Excited atoms are continuously ionized in the trapping field and then detected. (b)
Potential curves of the 51P3/2,mj = 3/2 pair state obtained by Tobias Weber using exact
diagonalization of the interaction Hamiltonian. Black curves represent the potential at fixed
orientation angles θ ∈ [0, π/2] and red curves the C6 asymptotic for θ = 0 and θ = π/2. The
green band is the range of isotropic interaction potentials used in the effective rate equation
simulation. The inset displays the angular dependency of the vdW coefficient C6(θ) as a
function of the orientation angle θ.

In our modeling of the SA we do not use the complicated interaction potential obtained

from the exact diagonalization, but employ an effective, isotropic vdW potential. The C6

parameter is one of the fit parameters of the model and is chosen within the range of 40 −
400 MHz µm6. The range of interaction energies is shown as a green band in Fig. 9.2(b).

9.2 Parameters of the Experiment

Whereas the number of atoms and the geometry of one SA can be determined accurately via

fluorescence measurements, other parameters that are needed for the theoretical description

are more difficult to extract. First of all the exact relation between UV laser power and

effective Rabi frequency is not accurately known. Straightforward detection of collective Rabi

oscillations to measure the Rabi frequency is not possible, as we find an overall decoherence

rate of γ > 100 kHZ, that suppresses coherent phenomena. In this section we shortly discuss

how to extract both the Rabi frequency and the rate of decoherence from measurements at

low intensities of the excitation laser. We will then evaluate different scenarios that contribute

to the decoherence.

9.2.1 Ion rates at low excitation laser intensity

The unitary dynamics of the SA can be separated into the single atom driving terms Hj =

(Ω|r〉〈g|j + h.c.) + ∆0|r〉〈r| and the intricate many body interaction

H =
N∑
j=1

Hj +Hint. (9.6)
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Figure 9.3: (a) Rate of ions (blue curve) emitted from the mesoscopic SA for continuous
resonant excitation with Ω/2π = 6 kHz. The black line and grey shaded area are results
from the rate equation model. (b) Initial rate of ions divided by excitation laser power as
a function of not calibrated Rabi frequency Ω̃. The excitation laser is detuned from single
atom resonance by ∆0 = 0 (blue), ∆0 = 2 MHz (red) and ∆0 = 4 MHz (black). Solid points
are measurement results and lines are rate equation results for for the range of interaction
potentials.

In addition to decoherence Γd and spontaneous emission Γs we must take into account the

strong ionization. Formally we treat ionization as the spontaneous decay with rate Γi to a

third atomic level |i〉, which has no further dynamics. The jump operators are defined as

Ls,j =
√

Γs|g〉j〈r|j , Ld,j =
√

Γd|g〉j〈r|j , Li,j =
√

Γi|i〉j〈r|j . (9.7)

The ion emission is the main measurement signal and an exemplary signal is shown in Fig.

9.3(a). The excitation coupling is suddenly quenched from zero to fixed value at t = 0. The

ion signal rapidly increases within τrise ≈ 20 µs to its maximum value and the subsequent

decay of the ion signal reflects the steady loss of atoms. The SA is eventually completely

ionized after a time of 20 ms for strong driving and saturation of the SA.

To determine the rate of decoherence and the relation between Rabi frequencies and laser

power, we use the peak ion rate at small powers of the excitation laser. For weak excitation

of the SA the probability of two or more Rydberg excited atoms at once is very small and the

effect of interaction can be neglected. In this regime we expect a peak rate of ions smaller

than Γi, corresponding to an average number of less than one excitation within the SA. For

the ion signal we find

IΩ�γ =
ηΓionNa

Γion + Γsp

2Ω2γ

γ2 + ∆2
0

, (9.8)

where we have used the result for a single two level atom in appendix 15.1, scaled it with the

total number of atoms Na and taken into account that only part of the population decay is

due to ionization.

The number of atoms Na, the detection efficiency η and the loss rates Γi,Γs are known

from independent measurements. The detuning ∆0 of the excitation laser is calibrated using

spectroscopy on dilute, thermal samples and is accurate within δ(∆0) = ±0.5 MHz. The

Rabi frequency can be controlled via tuning of the laser intensity, but the precise relation

between the two is unknown. Calculations by Tobias Weber, which do not take into account

the specific shape of the excitation mode, are used as a first approximation Ω̃ = χ′
√
PUV.
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Using multiple measurements at low intensities and different detunings, we can refine this

relation Ω = χχ′
√
PUV with a second scaling factor.

By dividing the expected ion signal in Eq. 9.8 with Ω̃2 we find the constant

IΩ�γ/Ω̃
2 =

ΓionNa

Γion + Γsp

2χ2γ

γ2 + ∆2
0

. (9.9)

In Fig. 9.3(b) we show measurements of the peak ion rate at three detunings ∆0/2π =

0, 2, 4 MHz as a function of frequency Ω̃. The plateaus in the measurement data for small

frequencies correspond to the low intensity limit in Eq. 9.8. We extract the three constants

and use them to fit χ and γ in Eq. (9.9).

For the extraction of ions from the SA a small, constant electric field is applied. The

main set of measurements is conducted at the minimum required extraction field of Elow =

0.06 V/cm, whereas a second set of measurements is at a higher field of Ehigh = 0.25 V/cm.

We determine χ and γ for both configurations independently. In the case of the low field

we use data at detunings ∆0/2π = 0, 2, 4 MHz and find a decoherence rate of Γd,low/2π =

140 ± 20 kHz, whereas for the high field we only have data at ∆0/2π = 0, 2 MHz and find

Γd,high/2π = 340± 20 kHz. The rescaling factors for the Rabi frequency are identical within

error bars. We now have extracted all relevant single atom parameters and calibrated our

theoretical model of the SA.

9.2.2 Sources of decoherence

Before we continue with the discussion of the results we want to briefly discuss possible sources

of decoherence Γd. An often cited source of decoherence is the laser linewidth, which in the

present experiment is estimated to be below 200 kHz. However, for a small ensemble as the

SA the fluctuations in laser frequency are identical for all atoms and thus have a different

effect than single atom decoherence.

Thermal motion of atoms results in a Doppler line broadening of width δ(f)Doppler =

f0

√
8kBT log(2)/m/c, where f0 is the transition frequency and c the speed of light. For the

experimental parameters we calculate δ(f)Doppler ≈ 185 kHz. Note, that this line broadening

can only be described by single atom decoherence in the presence of a fast collision rate

between atoms. Scattering of ground state atoms and scattering that includes Rydberg atoms

has been proposed before as a further source of decoherence.

Rydberg atoms are very sensitive to external electric fields E due to the scaling of polar-

izability with the principal quantum number as α ∼ n7. For the 51P state the polarizability

is α ≈ 400 MHz cm2

V2 [216]. The nonlinear Stark effect is given by

ωStark =
1

2
α|E|2, (9.10)

⇒ ∆ωStark
= α|E|δ(E). (9.11)

Fluctuations in the electric field have been determined by Tobias Weber to δ(E) ≈ 5mV/cm,

which result in fluctuating energy levels on the order of 120 kHz. Most importantly due to

the quadratic nature of the Stark effect, fluctuations of energies increase with the mean of the

electric field, which is in accordance with the extracted decoherence rates from the experiment.

To identify the electric field as the main source of decoherence further investigations regarding

the time scales of these fluctuations are required.
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9.3 Numerical Simulation

All numeric simulations in this chapter are performed within the rate equation approach

described in previous chapters and appendix 15.2. For every trajectory a sample of atomic

positions is generated from the mesoscopic SA density distribution %SA and all atoms are

initialized in the ground state. We do not take into account fluctuations in the initial number

of atoms and we use the effective, isotropic interaction of vdW type discussed in Sec. 9.1.3.

We use dMC to generate a faithful sampling of the system dynamics. Ionization is a new

channel for deexcitation and has to be treated differently.

Excited atoms either reemit a photon with rate Γs + 2γΩ2

Γ(γ2+∆2)
or become photoionized

and have to be removed with rate Γion. We effectively remove atoms from the simulation by

reducing their future excitation rate to zero. This treatment is closest to the experimental

situation and reproduces the decay of the SA. Tracking the ionization events is identical

to the experimental ion detection. Whereas this allows for easy comparison of theory and

experiment, we suffer the same bottlenecks of data analysis and requirements regarding the

number of realizations.

For all non temporal measurements we have adopted a different approach. The peak ion

rate is reached within τrise = 20 µs for strong driving. Within this time, the loss of atoms is

limited by the ionization rate Γi and the mean excitation number of the SA, which is typically

on the order of 1. Therefore during this rise time only one out of Na = 125 atoms is lost.

We leverage the slow decay of atom number compared to the fast rise time by running

simulations at constant number of atoms. Ionization events are registered but atoms are

mapped to the ground state instead of the inactive state i after ionization. Thus the long

term steady state is not the trivial vacuum as before, but a SA which continuously emits

ions with rate I. The advantage is that we can calculate accurate statistics of Rydberg

excitations, with fewer but longer trajectories. We have compared results from these steady

state calculations with extracted peak values from the simulations including loss of atoms and

have found good agreement.

Further mechanisms have been tested to improve the quantitative agreement between

experiment and theoretical model. First of all we implemented the anisotropic interaction

potential of the P-state. Results were however unsatisfactory, which we attribute to strong

mixing of molecular states not shown in Fig. 9.2(b) and movement of atoms, which averages

the anisotropic interaction. We furthermore implemented non linear ionization, which could

result from Rydberg Rydberg collisions. Agreement in the regime of saturated SAs was slightly

improved but not enough to justify the introduction of this fit parameter.

9.4 Results

Whereas we have a very good understanding of the SA at small driving, which we have used

to calibrate our theoretical description, the opposite limit of strong driving is a complex many

body problem which we want to understand. Besides the peak rate of ions emitted, we are

interested in the statistics of ions, which reflect the internal statistics of Rydberg excitations.

An advantage of the extended SA experiment is the capability to measure time resolved

correlation functions

g2(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉〈I(t+ τ)〉

. (9.12)

The ion signal does not contain further spatial information and we can for example not deter-

mine whether a Rydberg atom was ionized in the center of the SA or at its edge. Nonetheless



9.4. RESULTS 113

the spatial resolution is set by the small size of the SA, whereas similar experiments on ex-

tended systems, observe signals that are averaged over systems with an extension of many

blockade distances.

9.4.1 Blockade and antibunching

In Fig. 9.4(a) we show the peak rate of ions Ip = maxtI(t) for resonant excitation as a function

of the driving Rabi frequency Ω. As long as the mean number of excitations in the system,

which is related to the ion signal by I(t) = Γi〈N̂e(t)〉 is small, the signal follows the Ω2 slope

of single particle physics in Eq. 9.8. For larger drivings the interaction of Rydberg excited

states shifts most atoms within the SA out of resonance and suppresses further excitations.

For extended ensemble of atoms Löw et al. showed that the fraction of excited Rydberg

atoms follows a characteristic slope in the saturated region [188, 187]. For excited atoms that

interact with a DD potential (α = 3) a scaling with Ω2/3 and for vdW interaction a scaling

with Ω2/5 is expected in the saturated regime. Due to the small size of the superatom, no

universal exponent could be extracted from obtained data as the influence of the boundaries

is too large. In the case of a very small ensemble, strongly confined to much less than the

blockaded volume, one expects a complete saturation of the ionization rate for strong driving.

As a result of the mesoscopic size, the rate of ions does not saturate at Γi for large Ω,

but instead blockade is overcome and more excitations are squeezed within the superatom.

Whereas further reduction in size is hard to achieve, an improved control over the fluctuation

of the electric field δE and thereby the decoherence, would render excitation to larger principal

quantum number n Rydberg states with stronger blockade feasible.

Nonetheless, the suppression of multiple excitations of the SA manifests itself in the tem-

poral correlation function shown in Fig. 9.4(b) at Ω/2π = 6 kHz. The peak ion rate for these

parameters is Ip ≈ 30 kHz, which corresponds to an average number of 0.6 Rydberg excited

atoms within the SA. Ions and therefore excitations in the SA are strongly antibunched with

g2(0) = 0.08 ± 0.06 and we find exponential relaxation of the correlation function with time

constant τres ≈ 10 µs. Amplitude as well as time constant are reproduced by the rate equation

model (shaded area).

Analytic results for the low intensity regime

Within the rate equation model we can calculate the first order corrections to the low intensity

limit and gain an intuitive understanding for the interaction and geometry constraints that a

SA has to fulfill. To this end we consider the set of rate equations truncated to configurations

with at most two excited atoms. The state space is spanned by the 0 state, which denotes

all atoms in the ground state, the singly excited states, which we denote by Sk = 1, where

k is the index of the single excited atom. Similarly we denote the doubly excited state, with

atoms k,m in the Rydberg state and all others in the ground state, by Sk = 1, Sm = 1, where

we avoid double counting by the requirement k < m. Within this small configuration space

we find a detailed balance solution for the stationary state

%{Sk=1}/%{0} = Ω2 2γ

4Ω2γ + Γ(γ2 + ∆2
0)
, (9.13)

%{Sk=1,Sm=1}/%{Sk} = Ω2 2γ

4Ω2γ + Γ[γ2 + (∆0 + Vk,m)2]
, (9.14)

where Vk,m is the interaction between atoms k and m. Under conditions of weak, resonant

driving, ∆0 = 0,Ω→ 0, we can further simplify these relations to %{Sk=1}/%{} = 2Ω2/(Γγ) and
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Figure 9.4: (a) Initial rate of ions emitted from the SA for resonant and off resonant (∆0/2π =
4 MHz) excitation as a function of the driving Rabi frequency. Error bars denote the statistical
error, intensity fluctuations and drifts of the excitation laser. Shaded areas are results from
the rate equation model and the dashed lines extrapolate the low intensity results, which
are used for calibration. Measurements are done with an initial SA size of Natoms = 125
and small external electric field of E = 60 mV/cm. (b) Second order temporal correlation
function of ions emitted under resonant excitation with Ω/2π = 6 kHz. The data is fitted
with an exponential and we extract antibunching of g2(0) = 0.08± 0.06.

%{Sk=1,Sm=1}/%{Sk} = 2Ω2/(Γγ)/[1+(Vk,m/γ)2]. Assuming an isotropic Gaussian distributions

of atoms with width σG and isotropic interaction of the form V (s) = Cαs
−α, we find for the

partition function Z

Z = 1 +Na
2Ω2

Γγ
+N2

a

2Ω4

Γ2γ2

∫
ds

p(s, σG)

1 + (Cα/sα/γ)2
,

:= 1 +Na
2Ω2

Γγ
+N2

a

2Ω4

Γ2γ2
Q(γ, σG, Cα, α), (9.15)

= Z(P0 + P1 + P2) (9.16)

with p(s) being the pair distance distribution and Pm the total probability of all configurations

with exactly m excited atoms. The integral Q is not analytically solvable, but can be reshaped

to yield further insight

Q =

∫ ∞
0

dx
1

σ3
G2
√
π

s2e−s
2/4/σ2

G

1 + (Cα/sα/γ)2
, (9.17)

=

√
2

π

∫ ∞
0

dx
x2e−x

2/2

1 + x−2α/2α(Cα/σαR/γ)2
= Qα(β := σR/dB). (9.18)

One finds that Q is only determined by the softness of the interaction α and the ratio β

of sample size σG to blockade distance dB = α
√
Cα/γ. The amplitude of the second order

correlation function of the ion signal is identical to the second order correlation function of

Rydberg excitations in the SA. It is not affected by the finite detection probability, as is for

example the Mandel Q parameter [84]. We here only consider singly and doubly excited states
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Figure 9.5: (a) Numeric solution of the integral Qα(β) for the most relevant cases of DD-
(red) and vdW- (blue) interaction depending on the ratio of sample root mean square xrms

and blockade radius dB. Solid lines are for a Gaussian distribution and dashed lines for a
homogeneously filled sphere. (b) and (c) show the small Ω results for bunching in the extended
SA setup (σG = 0.77 µm) with DD and vdW interaction and off resonant excitation.

and therefore find

g2(0) =
〈N̂e(N̂e − 1)〉
〈N̂e〉2

=
2P2

(P1 + 2P2)2
(9.19)

= Qα(β) + [Qα(β)− 2Qα(β)2]Natoms
Ω2

γΓ
+O(Ω4). (9.20)

In Fig. 9.5(a) we show results for g2(0) for the two common potentials in Rydberg physics,

α = 3 for DD interaction and α = 6 vdW interaction as a function of system size. Note that the

root mean square used in the figure, is identical to the width xrms =
√

(〈x2〉+ 〈y2〉+ 〈z2〉)/3 =

σG for a Gaussian distribution. In addition to results for Gaussian distributions (solid lines),

we show results for atoms homogeneously distributed within a sphere (dahed lines). For these

distributions one finds that xrms = 4/
√

3σS. The critical size xb
rms for the breakdown of

blockade, here defined as g2(0) = 0.05, is slightly modified by the exponent of the interaction.

Whereas for the softer DD potential we find xb
rms ≈ 0.20dB, this increases to 0.25dB for vdW

interaction. The overall behavior is however determined by the single parameter xrms/dB.

For the simulation of experiments on the extended SA we used vdW potentials with

C6 = 40−400 MHz µm6 and γ = (2π×140 kHz+50 kHz)/2 ≈ 464 kHz, resulting in a blockade

distance of dB = 2.1 − 3.1 µm for weak driving. This results in a ratio of β = 0.25 − 0.37,

which is at the edge of perfect blockade and illustrates the importance of the experimental

effort to reduce size.

9.4.2 Antiblockade and bunching

In Fig. 9.4(a) we show results for off resonant excitation at blue detuning of ∆0/2π = 2 MHz,

much larger than the linewidth γ. For small Rabi frequencies the amplitude of the peak
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ion rate is strongly suppressed compared to resonant excitation but follows the Ω2 scaling

in Eq. (9.8). Unlike the saturation we observe for resonant excitation, we here find a rapid

growth of Ip with scaling larger than Ω2. This is a manifestation of antiblockade for off

resonant excitation, which was first experimentally seen in [217]. For strong driving, such that

the collective coupling strength
√
NaΩ becomes comparable with the detuning, the resonant

and off-resonant excitation reach a comparable level of mean number of excited atoms. The

results of the rate equation simulation nicely follow the rapid intermediate increase in Ip and

the transition to saturation for strong driving. We do not require any parameter changes

compared to the resonant excitation simulations besides the detuning ∆0.

Further insight into the SA dynamics can be gained from the temporal correlation function

g2(τ). To begin with, we will discuss the experimental results for g2(0) and the implications of

the observed bunching. We generalize our analytic results for g2(0) to off-resonant excitation

and find marked differences between the cases of vdW and DD interacting excitation. We

then continue with the discussion of relaxation timescales of g2(τ) in the next subsection.

For fixed Ω/2π = 48kHz we display experimental and theoretical g2(0) as a function

of detuning ∆0 in Fig. 9.4(c). The strong antibunching observed on resonance turns into

extraordinary bunching for large detuning ∆0/2π � 10 MHz. At these large detunings

the mean excitation probability of the SA is very low, for example at ∆0/2π = 21MHz we

find 〈N̂e〉 ≈ NaΩ2γ/[4∆2
0Γ] ≈ 0.01. At such low excitation probabilities contributions from

configurations with more than two excitations can be neglected. We extract the ratio of

doubly excited states P2 to singly excited states P1 from the correlation function and find

g2(0) =
2P2

〈N̂e〉2
⇒ P2

P1
≈ g2(0)〈Ne〉/2. (9.21)

For the strongest bunching at ∆0/2π = 21 MHz we therefore find P2/P1 ≈ 0.36. A short

calculations puts this number in perspective and shows, that the dominant excitation process

for the SA in this regime is pair excitation.

Assume that all Rydberg excitations are created as pairs, but are ionized independently.

The average waiting time for the decay from two to one excitation is τ1 = 1/(2Γ), half as long

as the waiting time for the second excitation to be lost τ2 = 1/Γ. Therefore P2/P1 = 0.5 in

this extreme case. Note that the SA is not an ideal source of ion pairs despite these strong

correlations as the total rate of ions is only ≈ 300 Hz.

Analytic results in the low intensity regime

We now generalize our semi analytic expressions for g2(0) to the case of off-resonant excitation.

Starting point is again the partition function

Z = 1 +Ns
2Ω2γ

Γ(γ2 + ∆2
0)

+N2
s

2Ω4

Γ2(γ2 + ∆2
0)
Q̃(∆0, Cα, γ, σG), (9.22)

where Q̃(∆0, Cα, γ, σG) =

∫
ds

p(s, σG)

1 + [(∆0 − Cα/sα)/γ]2
. (9.23)

The correlation function is related to the integral Q̃ by

g2(0) = (1 + (∆0/γ)2)Q̃+O(Ω2). (9.24)

In Fig. 9.5(b) and (c) we show results for g2(0) at low driving strength and a Gaussian

distribution of atoms. We consider both DD and vdW interaction and a range of interaction
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Figure 9.6: Second order correlation function g2(0) (a) and the associated relaxation time
scale τg2 (b) as a function of the detuning ∆0 for fixed driving of the SA with Ω/2π = 48 kHz.
The inset of (b) shows g2(τ) for ∆0/2π = 21 MHz.

strengths and detunings ∆0. The range of C6 interaction coefficients corresponds to the values

used in the simulation of the experiment and the C3 coefficient interval is rescaled by the mean

interatomic distance C3 = C6/(4/
√
πσR)3. For the shallow DD potential the analytic result

predicts a very steep initial rise in g2(0) up to ∆0/2π ≈ 5 MHz, which is not compatible

with the experimental findings. The results for vdW interaction however predict the correct

approximately linear increase of bunching with detuning.

For large detuning we can approximate the integrand of Q̃ by a Lorentzian around the

resonance distance dR = α
√
Cα/∆0 of width γsα+1

0 /(αCα). For the correlation function this

yields

g2(0) =
πp(dG)γ

α
C1/α
α (1 +

∆2
0

γ2
)∆
−1−1/α
0 , (9.25)

which further simplifies in the limit of large detuning ∆0 � γ and which in the case of vdW

interaction reads

g2(0) =
πp(dR)

6

∆
5/6
0 C

1/6
6

γ
. (9.26)

Here p(dR) is the probability density of an atom pair being in distance of the resonance radius

dR. We display this prediction for C6 = 100 MHz µm6 (green dashed line) alongside the full

numeric calculations on the RE model and the experimental findings in Fig. 9.6(a), which are

for finite Ω/2π = 48 kHz. Therefore the analytic result overestimates bunching, it however

reproduces the correct scaling behavior.

9.4.3 Relaxation of g2(τ)

In the introduction we used the term in vivo measurement, regarding the ion signal emitted

from the SA. We here make use of this property by exploring correlation functions at unequal

times g2(τ 6= 0), which gives additional insight into the excitation dynamics of the SA.

To illustrate our approach we begin with discussing a trivial example, where g2(0) = 1.

For Poissonian excitation statistics, the probability Pk for a given number of excited atoms

is given by Pk = λke−λ/k!, where λ is the mean number of excitations. The ionization and
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detection of an excited atom is formally described by a mapping of the probabilities

P pre
k → kP post

k−1 , (9.27)

taking into account that the total ionization rate increases with the number of excited atoms.

For the example of a Poisson distribution one find

P post
k = N (k + 1)

λke−λ

(k + 1)!
λP pre

k+1, (9.28)

where N is the necessary renormalization. The correlation function g2(τ) is defined as the

expectation value of N̂e after a detection event, normalized by the steady state expectation

value. In the special case of the Poisson distribution this is not interesting, as P post
k = P pre

k

and g2(τ) = 1. In the case of the SA dynamics we discuss now, we show that the detection of

an ion projects the SA to a non equilibrium situation and via g2(τ) we study the relaxation

back to equilibrium.

The SA dynamics we study Within the RE model the SA dynamics is incoherent by

construction. This is justified due to the large dephasing Γd we do not observe coherent effects,

such as Rabi oscillations, in the experimental results. Therefore all correlation functions obey

the functional form

g2(τ) ≈ 1 + [g2(0)− 1] exp (τ/τg2), (9.29)

where we introduced the relaxation time τg2 .

In Fig. 9.7 the probability distribution Pk is displayed for three cases of detunings we want

to discuss. The regime I of resonant excitation, shown in (a), regime II of far detuned excita-

tion in (c) and regime III at moderate detuning displayed in (b). We begin by discussing the

correlation measurements for resonant excitation. All results are for driving Rabi frequencies

of Ω/(2π) = 48 kHz. For this strong driving the SA is in the saturated regime with an average

excitation number of 〈N̂e〉 ≈ 4 and we find moderate antibunching of g2(0) ≈ 0.75. For the

resonant case in Fig. 9.7(a), the distribution is sub Poissonian and therefore narrower than

a corresponding Poisson distribution (black squares) with equal mean. We show the steady

state distribution in blue and the distribution after the projection due to the detection of an

ion in red. Here the detection induces only a slight shift to smaller k. The removal of a single

excited atom is only a weak, and short lived perturbation of the SA. Many ground state atoms

were blockaded by the now ionized atom and are now free to become excited on a time scale

of the order 1/
√
NaΩ.

In the limit of large detuning we found record antibunching of g2(0) up to 60. The

corresponding distribution P pre
k is dominated by P pre

0 ≈ 1 and has small contributions from

singly and doubly excited states as displayed in Fig. 9.7(c). Due to bunching, the probability

of single excitations is strongly enhanced after the detection of an ionization, the occupation of

higher numbers of excitations however remains negligible. A single decay process is necessary

to relax back to the stationary probability distribution and we therefore find τg2 = 1/Γi in

the limit of large detuning.

For intermediate detuning of ∆0/2π = 3 MHz (red) the zero component of the probability

distribution is still the largest. The distribution is however super Poissonian and pair as well

as triplet probabilities are comparable to the single excitation probability. After projection

due to an ionization the distribution is strongly shifted into the range of two to four excitations

as shown in Fig. 9.7(b). The correlation measurements on the SA here probe the physics

of Rydberg aggregates, which has been discussed before in [84]. Whereas at large detunings

excitations come in pairs, here small aggregates of multiple atoms form and the detection of
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Figure 9.7: Number statistics of Rydberg excitations in the stationary state (blue) immedi-
ately after an ionization has been detected (red) for three different detunings. (a) On resonance
the sub Poissonian distribution is slightly shifted to smaller excitation numbers. (b) In con-
trast, the super Poissonian distribution at ∆/2π = 3 MHz is strongly shifted towards clusters
of multiple excitations. (c) At very large detunings only single excitation contributions are
significant after the ionization because most Rydberg excitations come in pairs.

a single ion projects the SA into a state with large probability to find such an aggregate. The

relaxation back to the stationary state requires the decay of the entire aggregate and therefore

τg2 is a direct probe of the aggregate lifetime.

The relaxation time of correlation τg2 as a function of detuning is shown in Fig. 9.6(b)

and illustrates the three regimes we discussed. Regime I of antibunching, where the loss of

an excitation is quickly replenished by exciting one of the remaining ground state atoms.

The far detuned regime II of pair excitations, where the decay of the second excitation sets

the time scale of relaxation and finally the most interesting regime III, where we observe an

increase in the relaxation time related to the formation of Rydberg aggregates. The behavior

of correlation functions is qualitatively reproduced within the RE model.

Conclusion

In this chapter we discussed the results of a close collaboration with the experimental group

of Herwig Ott with the aim to prepare and characterize a superatom in the sense of [13].

We used the well understood limit of weak excitation to calibrate our theoretical model and

quantitatively compared simulation results from the RE model with experimental findings.

The mesoscopic SA can be used as a strongly antibunched source of single ions, but its

capabilities go beyond a simple two level system. We theoretically quantified the effects

of the finite extend and clarified the transition to extended many body systems. For off

resonant excitation we studied antiblockade and the emergence of Rydberg aggregates. Here

the experimental capability to measure time resolved g2(τ) was employed to gain insight into

the lifetime of these few excitation clusters.

Strong decoherence so far prohibits the use of the SA for quantum information processing.

Fluctuations of electric fields have been identified as the potential origin of this decoherence



120 CHAPTER 9. THE MESOSCOPIC SUPERATOM

and could be resolved by technical improvements. An alternative approach would be an

increase in the principal quantum number n of the employed Rydberg state. This enables the

use of larger Rabi frequencies under blockade conditions and therefore overall shorter time

scales.

Already the incoherent SA bears the potential for interesting many body physics, for

example the crystallization of excitations in two dimensional lattices [H-2014a]. An example

we discussed in Chapter 7.



Chapter 10

Antiblockade in Continuous

Rydberg Gases

The wealth of interesting physics that emerged for off-resonant excitation of the mesoscopic

superatom shows, that experiments with Rydberg atoms can go beyond blockade physics.

Antiblockade of Rydberg excitation at distances, where the binary interaction cancels the

detuning of the driving field was theoretically predicted by Ates et al. [218] and Amthor

et al. presented first experimental evidence for this [217]. Formation of strongly correlated

aggregates of Rydberg excitations was discussed in [210], based on truncation methods for

the large Hilbert space, developed with Rydberg blockade on short distances in mind in [219].

Experimental evidence was again found by the Weidemüller group [84] and we presented

measurements and theory regarding the lifetime of aggregates in Chapter 9.

Good agreement of theoretical and experimental results in [84] and extensive benchmark-

ing in [15] established rate equation models for the simulation of extended systems that bear

the potential for large aggregates. Lesanovsky et al. studied the intricate dynamics of dense

Rydberg gases excited off resonantly and found evidence for hierarchical relaxation and glassi-

ness [220, 221]. Besides numerical simulation of many body rate equations, they developed a

mean field description for the density of Rydberg excited atoms. Results were compared to

experimental results by Urvoy et al. in [222]. Whereas good agreement with the experiment

is found for exact simulation of the rate equations, mean field results significantly differed.

A better analytic understanding for the many body physics in extended systems is needed

and would shed new light on recent experiments, that found phenomena similar to optical

bistability in Rydberg ensembles [14, 223].

We here present a conceptually similar mean field approach to [221], but improve signifi-

cantly the ansatz for the distribution of excited atoms and the analysis of the resulting mean

field equations. The derived dynamic equation will be of use for the description of bistable

behavior as reported in [223] and we show how to extract fluctuations and statistics in the

stationary state. For extended systems we predict the absence of bistability, in the sense of

a bimodal distribution for excitation probability.To conclude, we benchmark our mean field

predictions with RE simulations of extended systems and find quantitative agreement in the

expected regime of validity, whereas the simpler ansatz used in [221] fails.

10.1 Average Excitation and Deexcitation Rates

The aim of this section is to derive average excitation and deexcitation rates for atoms subject

to single photon driving in a continuous gas with strong interactions between Rydberg excited

121
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Figure 10.1: (a) Excitation rates Γ↑ for a ground state atom at distance s from an atom in
a Rydberg state with vdW interaction C6 = γ,. (b) Ground state atoms immersed in a field
of Rydberg excited atoms. (c) Distribution of the distance of ground state atoms to the next
excited atom, extracted from RE simulations and analytic expressions for the given density

of excitations. (d) Distribution function p
(e)
n (s, nex). Parameters are C6/γ = 4,∆0/γ = −4

and Ω/γ = 0.1.

atoms. The cornerstone of our approach is the excitation rate of ground state atoms subject

to single photon driving with Rabi frequency Ω at detuning ∆ = ∆0 + V

Γ↑(∆) =
2Ω2γ

γ2 + (∆0 + V )2
, (10.1)

where U is the interaction shift due to other excited atoms and γ = (Γ + Γd)/2 the linewidth.

For resonant driving ∆0 = 0 blockade physics is observed. We here are interested in antiblock-

ade, which we have already introduced in the previous chapter on the SA.

In Fig. 10.1(a) we display the excitation rate for a ground state atom in a distance s to

an already excited atom. Throughout this chapter we assume the interaction to be of vdW

form

V (s) =
C6

s6
. (10.2)

For resonant excitation, ∆0 = 0, the excitation rate Γ↑(s) is strongly suppressed for s < db =
6
√
C6/γ and then sharply rises to the resonant rate of Γ0 = 2Ω2/γ. If C6 and ∆0 are of equal

sign, we again find strong suppression for s < db, followed by a rise to the smaller off resonant

rate

Γ∆0 = 2Ω2γ/(γ2 + ∆2
0). (10.3)

However, when detuning and interaction have opposite sign, a new distance dr = 6
√
|C6/∆|

becomes relevant. Near this distance the interaction cancels the detuning and recovers the

resonant excitation rate Γ0, the ground state atom is antiblockaded.

For specific examples in this chapter, we will consider two dimensional systems of homo-

geneous density of atoms na. Our approach can easily be extended to other dimensions and

shapes of the interaction potential.
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10.1.1 Low density distance distributions

Within the exact rate equation treatment, for every ground state atom j we must calculate

its detuning in the presence of other excited atoms

∆j = ∆0 +
∑
k 6=j

Vj,kSk, (10.4)

where Sk = 1 for excited atoms and zero otherwise (cf. Sec. 6.2.2). Relevant for atom j are

only the closest surrounding excitations, see Fig. 10.1(b), which we sort by their distance s

from small too large s
(1)
j < s

(2)
j < · · · . Due to the vdW scaling we only consider the closest

excited atom in distance sj = s
(1)
j and neglect other excitations. We have compared this

approach with calculations, which include the interaction effects from next next excitations

and found good agreement within few percent.

The average excitation rate of a ground state atom in a specific configuration {S1, · · ·SNa}
is given by

〈Γ↑〉 =
1

Na −Ne

∑
j|Sj=0

Γ↑(∆j) (10.5)

=
1

Na −Ne

∑
j|Sj=0

2Ω2γ

γ2 + (∆0 + C6/s6
j )

2
, (10.6)

where we introduced Na for the total number of atoms and Ne for the total number of

excited atom. (Na − Ne)
−1
∑

j|Sj=0 is hereby the averaging over all non excited atoms. In

the thermodynamic limit 〈Γ↑〉 can be rewritten in terms of the distribution function, for the

distance of a ground state atom to the next closest excited atom pg,e(s)

〈Γ↑〉 =

∫ ∞
0

ds Γ↑(∆0 + C6/s
6)pg,e(s). (10.7)

In general finding an expression for the distribution pg,e(s) is as difficult, as solving the full

many body problem, but we here use a very simple but effective ansatz. Our assumption is,

that at low densities of excitations, (ned
2
r , ned

2
b � 1), these excited atom will be distributed

uniformly and independently. If this is the case, one expects

pg,e(s, ne) = 2πnese
−πs2ne , (10.8)

which is only dependent on the excitation density ne. In Fig. 10.1(c) we show results for

pg,e(s, ne) extracted from exact simulations of the RE model at low excitation density and

compare them with our analytic ansatz. Despite of small deviations we find very good agree-

ment.

We do not have an analytic solution to the integral (10.7) for the average excitation rate,

but we can gain some insight by reshaping the corresponding expression

〈Γ↑〉(ne) =
4πΩ2ne

γ

∫
ds

se−πs
2ne

1 + (∆0 − C6/s6)2/γ2

=
4Ω2

γ
πd2

Rne

∫ ∞
0

dx
xe−x

2πd2
Rne

1 + (1− x−6)∆2
0/γ

2
. (10.9)

Note, that the second expression is only well defined for non zero detuning. It shows that the
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key parameters are the ratio ∆0/γ of detuning and linewidth and the density of excitations

per area of a disc with radius equal the resonance distance πd2
R.

To complement our effective dynamics we must calculate the average deexcitation rate of

atoms. In the case of two level driving the deexcitation rate is related to the excitation rate

by Γ↓(∆) = Γ↑(∆) + Γ. The average is given by

〈Γ↓〉 =

∫ ∞
0

ds Γ↑(∆0 + C6/s
6)pe,e(s), (10.10)

with pe,e(s) being the distance distribution from an excited atom to the next closest excited

atom. Importantly, this distribution is different from pg,e(s), but closely related. Our idea is

to consider the excitation process. We know that excited atoms are created from ground state

atoms and we know the distribution function from ground to excited atoms. Even more, we

know the rate at which ground state atoms in distance s to an excitation get excited and can

derive the distribution of distance for excitations the moment they are created. Our ansatz

is then

pe,e(s, ne) ≈
Γ↑(s)pg,e(s, ne)

〈Γ↑〉(ne)
. (10.11)

We again validate our approach by comparison with exact numeric MC results in Fig. 10.1(d).

Our ansatz is incomplete, because we do not take the effect of excitation loss towards this

distribution function into account. Nonetheless we find good agreement.

We want to discuss the similar ansatz for off resonantly driven Rydberg gases by Lesanov-

sky et al [221]. The main difference is the choice of distribution functions in the derivation of

average rates, here they choose simply

pg,e(s) = pe,e(s) = δ(s− n−1/2
e ), (10.12)

which as we have shown is not the case. Within this ansatz is the expressions for the average

rates can be evaluated immediately

〈Γ↑〉L = Γ↑(∆0 + C6n
3
e), 〈Γ↓〉L = Γ↑(∆0 + C6n

3
e) + Γ. (10.13)

We will later return to the implications of this specific result.

10.1.2 A criterion for antiblockade

The integrals Eq. (10.7) and Eq. (10.10) can be evaluated numerically and we display results in

Fig. 10.2(a) and (b) as a function of the density of excitations. Solid lines indicate results for

off resonant excitation −C6d
6
R = ∆0 = 4γ and dash dotted lines are for resonant excitation.

For the mean excitation rate shown in (a) the large detuning suppresses excitation by a

factor of ∆2
0/γ

2 in absence of excited atoms, but antiblockade reverts this picture at larger

ne. Whereas the resonant rate has monotonously fallen off by two orders of magnitude for

ned
2
R = 1, the off resonant rate is only slightly reduced. The initial slope is given by

〈Γ↑〉 =
2Ω2γ

γ2 + ∆2
0

+ ne
4πΩ2

γ

∫
ds

(
s

1 + (∆0 + Cα/s6)2/γ2
− s

1 + ∆2
0/γ

2

)
+O(n2

e), (10.14)

where the integral is the first order measure of the interaction impact. On resonance the

the integral is always negative, such that the average excitation rate is reduced, whereas for

sufficient detuning it turns positive and the rate is increased as is the case for the given

example. By separating the integral into the blockade region for s < db and taking the
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Figure 10.2: Average excitation (a) and deexcitation (b) rate as function of excitation density
nex for C6 = 2γ with resonant ∆0 = 0 (black) and off resonant ∆0 = −2γ excitation. Solid
lines are calculated with our approximations for the distance distribution, dashed lines with
the δ-approximation used in [221]. (c) Excitation (blue) and deexcitation (black) rates for
〈nex〉 at different driving Rabi frequencies and atomic density nat = 10.

antiblockade into account as a Lorentzian, one finds that the strength of interaction C6 is

not relevant for the sign of the integral. The important factor is the ratio of detuning to

linewidth, for a general interaction potential with exponent α this yields a simple criterion

for antiblockade
|∆0|
γ

&
α

2π
. (10.15)

In the relevant case of vdW interaction the detuning should be larger than the linewidth, to

observe significant contributions from antiblockde.

Similar behavior to 〈Γ↑〉 is found for the deexcitation rate displayed in Fig. 10.2(b), with

deviations that can be explained from the shape of the distribution function. For resonant

excitation the excited atoms obey a minimum distance given by the blockade radius. Therefore

they are only detuned by the weak tail of the vdW interaction and the fall off for 〈Γ↓〉
is much slower than for 〈Γ↑〉. Similarly in the off resonant case atoms are excited at the

resonance distance aR and therefore excitations are shifted into resonance and are susceptible

to immediate deexcitation.

10.2 Dynamics of Excitation Density and Statistics

Based on the average excitation and deexcitation rates derived in the previous section we

will now discuss dynamic equations for the total excitation density and identify the fixed

points of this dynamics as stationary densities n0
e . We will then characterize the statistics

of the excitation number at these densities in the stationary state and identify the relevant

conditions for super Poissonian statistics, which has been used as a signature for antiblockade.

10.2.1 Stationary points of the excitation density

To be specific we consider a finite system of Na atoms randomly distributed on a two dimen-

sional plane of size L × L with periodic boundary conditions. We consider the dynamics of
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the probabilities for an exact number of Ne excited atoms pNe . This probability is the sum

of the probabilities for all configurations with exactly Ne excited atoms and within the mean

field approach the dynamic equation is given by

∂tpNe = (Na −Ne + 1)〈Γ↑〉[(Ne − 1)/L2]pNe−1

− (Na −Ne)〈Γ↑〉(Ne)/L
2)pNe

+ (Ne + 1)〈Γ↓〉[(Ne + 1)/L2]pNe+1

−Ne〈Γ↓〉(Ne)/L
2)pNe , (10.16)

We are interested in the dynamics of the mean number of excitations

∂t〈Ne〉 =

Na∑
Ne=0

Ne∂tpNe(t) (10.17)

=

Na∑
Ne=0

[(Na −Ne)〈Γ↑〉(Ne/L
2)−Ne〈Γ↓〉(Ne/L

2)]pNe(t). (10.18)

From this we derive an equation of motion for the mean density of excitations in thermo-

dynamic limit L→∞

∂t〈ne〉 =

∫ na

0
dne [(na − ne)〈Γ↑〉(ne)− ne〈Γ↓〉(ne)]p(ne, t), (10.19)

where we have introduced the continuous probability distribution for the excitation density

p(ne, t). Let us consider a narrow probability distribution represented by a δ-distribution

p(ne, t) = δ(ne − 〈ne〉), (10.20)

⇒ ∂t〈ne〉(t) = [na − 〈ne〉(t)]〈Γ↑〉(〈ne〉(t))− 〈ne〉(t)〈Γ↓〉(〈ne〉(t))
:= P (〈ne〉(t))−D(〈ne〉(t)). (10.21)

In the last step we have defined growth rate P and loss rate D at mean excitation density

〈ne〉. For a specific atomic density of na = 10 we show these rates in Fig. 10.2(c) for different

values of Ω, where the driving enters through the mean excitation and deexcitation rates.

For large atomic densities nadB � 1 the excitation density is in general small ne � na.

Therefore the pump rate is to lowest order in the excitation density, given by the average

excitation rate P ≈ na〈Γ↑〉(ne). For our example we choose conditions of antiblockade, such

that ∂neP (ne) > 0 and only for large excitation fillings it reduces again. The loss rate D on

the other hand is dominated by the spontaneous decay for the parameters chosen here, as

Ω2/γ < Γ = 0.1γ.

Densities of interest are the stationary points of Eq. (10.21)

P (n
(m)
0 ) = D(n

(m)
0 ), (10.22)

where we use an index m to differentiate between possible different solutions.

One can show that for our mean field approach only a single solution n0 exists, whereas

multiple solutions are found within the ansatz of Lesanovsky et al. [220]. Before we discuss

the properties of the stationary state of Eq. (10.16), we want to emphasize, that the presence

of multiple solutions n
(m)
0 does not imply non uniqueness of the stationary state. In such

cases, fluctuations, which we neglected in the derivation of Eq. (10.21), are responsible for
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distributing population among the different mean field solutions.

10.2.2 Fluctuations around the mean

As illustrated by the last remark in the previous subsection, the dynamics implied within our

model can be complicated, the stationary state is however uniquely defined and well known.

We will show that the mean field solutions n
(m)
0 are local maxima in the probability distribu-

tion p(ne) in the stationary state and that fluctuations around this density are characterized

by

χ(m) =
∂ne(P −D)|

ne=n
(m)
0

P (n
(m)
0 )

. (10.23)

We show this by considering a finite size example. The probabilities pNe are dynamically

coupled along a one dimensional chain and therefore the stationary state trivially fulfills the

detailed balance condition

pNe+1

pNe

=
(Na −Ne)〈Γ↑〉(Ne/L

2)

(Ne + 1)〈Γ↓〉((Ne + 1)/L2)
(10.24)

≈ P (Ne/L
2)

D(Ne/L2)
. (10.25)

Therefore the probabilities are extremal at the stationary state fillings N0 = n0L
2 and to

lowest order in ∆N we find pN0+∆N =
∏∆N
k=1(1 + kχ)pN0 . From this we can immediately

derive a limit expression for the probability distribution of the density in thermodynamic

limit

log(pN0+∆N
) =

∆N∑
k=1

log(1 + kχ) + log(pN0)

≈ χ(∆N + 1)∆N

2
+ log(pN0) (10.26)

⇒ p(n
(m)
0 + ∆n) = p(n

(m)
0 )e∆2

nχL
2/2. (10.27)

As expected only fixed points with χ < 0 are maxima of the stationary state distribution

with width w =

√
|χ|
L . If only a single stationary point is found, we can now characterize

whether the number fluctuations are sub- or super- Poissonian as a probe for antiblockade

and blockade

Q =
∆2
Nex

〈Nex〉
− 1 =

1

|χ|n0
− 1. (10.28)

In the limit of low excitation density and weak driving the loss rate is given by D(ne) ≈ neΓ.

We can then further simplify and find

Q =
∂neP |n0

Γ− ∂neP |n0

, (10.29)

from which we see, that the positive slope of P is the origin of super Poissonian statistics

here.
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Figure 10.3: (a) Atomic excitation probability in the stationary state for nat = 10, C6 =
−∆0 = 4γ and Γ = 0.1γ. Finite system size dMC results (red squares) are compared with our
mean field approach (blue), the δ-approach (black/gray) and the result for non interacting
atoms (black dashed). (b) Mandel Q parameter for the same system as in (a). (c) and (d) show

the distribution functions pn(s) and p
(e)
n for Ω = 0.3γ. The system is filled with excitations,

see inset of (c) for a snapshot, that correlations between excited atoms become relevant and
our initial assumption for the distribution functions fails.

10.2.3 Remark on bistability

Assume P (ne) and D(ne) such, that we find two mean field solutions n
(m)
0 with χ(m) < 0.

Whereas the probability distribution p(ne) in the stationary state exhibits two pronounced

local maxima, one of the two will in general be dominant. In thermodynamic limit only a

single peaked distribution is observed and we find no bistability in the sense of a bimodal

distribution. To show this again consider the finite size system. Be N
(1)
0 < N

(2)
0 we find

p
N

(2)
0

p
N

(1)
0

≈
N

(2)
0∏

Ne=N
(1)
0

P (Ne/L
2)

D(Ne/L2)
. (10.30)

Taking the logarithm and approximating the right hand sight by an integral yields

log(p
N

(2)
0

/p
N

(1)
0

) ≈
∫ N

(1)
0

N
(1)
0

dNe
P (Ne/L

2)

D(Ne/L2)
(10.31)

= L2

∫ n
(1)
0

n
(1)
0

dne
P (ne)

D(ne)
. (10.32)

As the integral is independent of system size the right hand side increases with L2 and to

the thermodynamic limit one of the two densities must be dominant. Thus there cannot be

a bimodal probability distribution in the stationary state of a system in the thermodynamic

limit.

Note that this strong statement is only true for the stationary state and at transient times
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a bimodal distribution can emerge. Furthermore bistability in mean field approaches should

be considered with caution. We here assume that correlations between excitations are only

short range but, which is in contrast to the assumption that a single number, the mean density

of excitations quantifies the state of an extended system. Instead we expect the emergence of

domain like structures in large, bistable systems, where the state is ill characterized within a

mean field approach that assumes a spatially homogeneous situation. Within our ansatz for

the off resonantly driven Rydberg gas, we only find single critical densities and therefore do

not face this problem.

10.3 Benchmarking

To benchmark our mean field theory and improved ansatz for the distance distribution we use

dMC simulations, cf. Appendix 15.2, for systems up to size 35 × 35 and atomic densities of

nat = 10. In Fig. 10.3(a) we show results for the atomic excitation probability in the regime

ne/na � 1. Parameters are chosen identical to other figures in this chapter. In the limit of

very weak excitation Ω → 0 the exact approach and the δ-function ansatz by Lesanovsky et

al. yield the correct Ω2 scaling. The system then enters the regime of antiblockade, where

the growth of excitation probability exceeds the non interacting atom results (lower black).

Whereas our approach nicely follows the extracted dMC results, the approach by Lesanovsky

et al. yields three mean field solutions, of which two are stable. None agree with the results

from dMC simulations.

Fig. 10.3(b) shows the Mandel Q parameter for the same system and we find qualitative

agreement of our approach and numeric results. The accuracy of the mean field treatment

decreases as the density of excitations increases and the system enters the regime of strong

correlations. Our initial assumption of uncorrelated excitations is not valid anymore in this

regime, as is illustrated by the extracted distance distribution in Fig. 10.3(c) for Ω/γ = 0.3

that differ significantly from the ansatz.

We here want to relate back to our discussion in the outlook of chapter 8 regarding phase

transitions in two dimensional hard disc gases. Choosing the blockade radius as the relevant

disc size, dB = 6
√

2 for our parameters, we find for the filling fraction f

f = neπ
d2

B

4
≈ 0.5� fC, (10.33)

at the strongest driving we consider Ω/γ = 0.3. We therefore do not expect to find long

range correlations of excitations. According to the predictions of Eq. (8.25), notably for

resonant excitation and a hard disc interaction potential, the atomic density we consider

is three orders of magnitude to small, to observe the phase transition towards a hexagonal

crystal. The deviations in the distribution functions pg,e and pe,e thus originate from liquid

like correlations of the many body system.

Conclusion

In this chapter we derived dynamic mean field equations for dense ensembles of atoms driven

to Rydberg states and found very good agreement with numerically exact simulations of the

full RE system. Our approach is based on an improved ansatz for correlations between ground

and excited atoms, which were treated incorrectly in lowest order of the excitation density in

[221]. The mean field dynamics we derive, always have unique solutions and we showed, that

the fluctuations around these densities can be characterized correctly within our approach.
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We have thus developed a very simple and easy to evaluate tool, suitable for comparison

with different experimental results [18, 222, 84]. Further research regarding the time scales

of relaxation towards the stationary state is needed, to show, whether our mean field results

significantly improve on the results presented in [222].

In agreement with extensive numerical simulations in [15] we found no evidence for bista-

bility, in the sense of a bimodal distribution in the stationary state of off resonantly driven

Rydberg gases. We furthermore showed, that even the presence of multiple solutions for the

dynamic mean field equation, does not give rise to bistability in the thermodynamic limit.



Chapter 11

Bistability in the Dissipative

Transverse Ising Model

Studying the dynamics and stationary state of off resonantly driven Rydberg gases, has re-

vealed a multitude of effects from antiblockade to the emergence of complex behavior such as

glassiness and bistability. However, most work, including our own approach in the previous

two chapters, relies on major approximations such as the restriction to classical, incoherent

dynamics. Furthermore, the coexistence of different effects and experimental limitations ren-

der the interpretation difficult and often vague. We therefore want to study a model system

for antiblockade, that is as simple as possible: the dissipative transverse Ising model DTIM

[224].

The DTIM is a one dimensional spin model defined by

H =
∑
j

[hσ̂(j)
x − Jσ̂(j)

z σ̂(j+1)
z ], (11.1)

with transverse field h and ferromagnetic next neighbor coupling J > 0. σ̂
(m)
µ are derived

from the Pauli matrices, and fulfill the commutation relations [σ̂
(m)
i , σ̂

(n)
j ] = 2iδm,nεi,j,kσ̂

(m)
k .

In addition, local incoherent spin flips are introduced via Lindblad generators

L̂(j) =
√

Γσ̂
(j)
− , (11.2)

which break the inversion symmetry regarding z. Ates et al. pointed out the relation of the

DTIM to Rydberg physics [224]. By representing the two levels via a spin degree of freedom,

σ̂
(j)
z = 2(σ̂

(j)
rr − 1

2), we find for the Hamiltonian

H =
∑
j

h
(
σ̂(j)

rg + σ̂(j)
gr

)
− 4J

(
σ̂(j)

rr −
1

2

)(
σ̂(j+1)

rr − 1

2

)
(11.3)

=
∑
j

h
(
σ̂(j)

rg + σ̂(j)
gr

)
− 4Jσ̂(j)

rr σ̂
(j+1)
rr + 4Jσ̂(j)

rr − J. (11.4)

The parameters of the Rydberg system therefore have to be chosen as VNN = −4J,Ω = h and

∆0 = 4J . The finite lifetime of the Rydberg excitation naturally maps onto the incoherent

spin flip process.

Mean field results predict a regime of parameters, where two stable solutions are found.

One solution named inactive, with spins on average pointing downwards 〈σz〉 ≈ −1 and

another one named active, with 〈σz〉 ≈ 0. The naming originates from the realization with

131
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Rydberg atoms, where spontaneous fluorescence is strong in the active phase. Ates et al.

and later Hu. et al used quantum jump Monte Carlo simulations to gain numerically exact

results for one dimensional systems up to size L = 18 [225]. Both found signatures of bistable

behavior in statistical properties such as the Mandel Q parameter and the emergence of spatial

correlations. Systems were however to small to extrapolate results in the thermodynamic limit.

For the benchmarking of our RE model for the resonantly driven lattice gas in Chapter

6, we used MPS based TEBD methods generalized to dissipative systems. The problem at

hand seems ideally suited for MPS based methods. First of all, it is a lattice model and

second, we are only interested in effects of the next neighbor interaction. However it is a

non equilibrium problem and positive results regarding the representation of ground states

with MPS do not carry over [110]. The dynamics of the dissipation free limit of the DTIM

(Γ→ 0) has been extensively studied by Calabrese et al. [226]. One important result is, that

entanglement entropies grow linearly in time after a quench of the magnetic field h [227], and

such a scaling renders the MPS based simulations infeasible [228]. On the other hand the

inclusion of dissipation is expected to restrict the growth of entanglement within the system.

We will begin our discussion with a review of the mean field results by Ates et al. and the

results on the dissipation-free limit of Calabrese. Afterwards we consider the feasibility of the

TEBD approach and show that the presence of dissipation, significantly suppresses the growth

of entanglement and thereby allows us to study systems as large as L = 40. The dynamics of

magnetization 〈σ̂z〉 in large systems reveals the appearance of long range correlations, which

we quantify by extracting the divergent behavior of correlation lengths. Finally we show,

that the stationary magnetization distribution becomes increasingly bimodal with increasing

system size.

11.1 Analytic Insights

11.1.1 Gutzwiller ansatz

The connection of the dissipative Ising model with Rydberg physics was pointed out by Ates

et al. in [197]. Besides exact diagonalization of few spin systems, they calculated the mean

field phase diagram of the model. By imposing a factorization of the density matrix in local

factors

%MF =
⊗
j

r(j). (11.5)

Higher order cumulants vanish and correlations factorize, for example

〈σ̂(m)
x σ̂(m+1)

z 〉 = 〈σ̂(m)
x 〉〈σ̂(m+1)

z 〉. (11.6)

This factorization is used in the dynamic equations for the first order correlations, for example

d

dt
〈σ̂(m)
x 〉 = −Γ

2
〈σ̂(m)
x 〉

− 2J(〈σ̂(m)
x σ̂(m+1)

z 〉+ 〈σ̂(m)
x σ̂(m−1)

z 〉), (11.7)

which in general couple to higher order correlations for J 6= 0. By factorizing all higher

correlations and imposing translation invariance via 〈σ̂(n)
µ 〉 = 〈σ̂µ〉 we find
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Figure 11.1: Solutions to the mean field Eq. (11.11) for J = 1. (a) Magnetization as function
of the transverse field Ω for fixed incoherent loss Γ = 0.2, 0.4, 0.8, 1.6, 3.2. (c) Mean field phase
diagram for the magnetization. In the white region more than one solution exists.

d

dt
〈σ̂x〉 = −Γ

2
〈σ̂x〉 − 4J〈σ̂y〉〈σ̂z〉, (11.8)

d

dt
〈σ̂y〉 = −Γ

2
〈σ̂y〉 − 2h〈σ̂z〉+ 4J〈σ̂x〉〈σ̂z〉, (11.9)

d

dt
〈σ̂z〉 = −Γ(〈σ̂z〉+ 1) + 2h〈σ̂y〉. (11.10)

Stationary solutions are obtained by solving the resulting cubic equation for the magnetization

Γ2 + 〈σ̂z〉(Γ + 2h2) + 64J2〈σ̂z〉2(1 + 〈σ̂z〉) = 0. (11.11)

Solutions to this mean field equation are displayed in Fig. 11.1 for a fixed coupling J = 1.

For most of the parameter space only a single real solution exists. For small Γ < 1.5 one finds

an extended parameter region, where three solutions to the mean field equation exist. The

middle one of these solutions is found to be instable towards linear deviations. All solutions

are within the interval [−1, 0].

11.1.2 Unitary limit and exact solution

The limit of small decay is not only interesting because it shows the largest interval of bistabil-

ity in the mean field treatment, but even more because for Γ = 0 the model is exactly solvable.

We introduce a Jordan-Wigner transformation from spins to fermions via the mapping

ĉ†j = (σ̂(j)
y + iσ̂(j)

z )/2

j−1∏
k=1

σ̂(k)
x , (11.12)

where fermions are introduced in the basis parallel to the field h. The resulting Hamiltonian

is bilinear in fermionic operators

H =
∑
j

[
2hĉ†j ĉj − J(ĉ†j − ĉj)(ĉ

†
j+1 + ĉj+1)

]
, (11.13)

where we have neglected boundary terms and constant energy offsets. The Hamiltonian can

be diagonalized in momentum space and one finds the dispersion relation of the transverse
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Ising model

ε(k) = 2
√
J2 + h2 − 2Jh cos(k). (11.14)

From the dispersion relation we can extract the speed of sound

u = maxk|∂kε(k)| = 2J min(h/J, 1), (11.15)

which in the regime relevant to us is given by u = 2h.

The Hamiltonian is bilinear in the fermionic operators and as discussed in 5 it is therefore

sufficient to discuss the dynamics of two point correlation functions. Calabrese et al. have

used this to study the non equilibrium dynamics after a quench of the transverse field at time

t = 0 [226]. The initial state before the quench is chosen as the ground state at field h0. We

are interested in cases h0 < J , such that the ground state displays ferromagnetic ordering in z

direction and is two fold degenerate. With the Rydberg system in mind we here consider the

initial state with all spins pointing down 〈σ̂z〉 = −1. It has been shown by Calabrese, that for

a quench even within the ordered phase, h0 → h < J , the magnetization decays exponentially

towards zero at late times.

We now want to connect these results with the dissipative Ising model. First of all mapping

the system with dissipation is not exactly solvable via Jordan-Wigner transformation due to

string terms in the Lindblad operator

L̂j =

√
Γ

2
[2ĉ†j ĉj − 1− i(ĉ†j + ĉj)

j−1∏
k=1

(2ĉ†k ĉk − 1)]. (11.16)

Nonetheless, in the limit of Γ → 0 we expect the stationary state of the dissipative Ising

model to reflect the quench behavior of the closed Ising system. The magnetization should

relax towards 〈σ̂z〉 = 0, corresponding to the upper solution of the mean field equation and

the symmetry regarding z, should be reestablished despite the symmetry broken initial state.

11.2 TEBD Simulation of the Dissipative Ising Model

Exact diagonalization in combination with quantum jump MC has been used to calculate

dynamics and find the stationary state for systems up to size L = 18 for the DTIM in [224, 229].

We here will discuss the use of MPS based TEBD for this specific problem and present results

for system sizes up to L = 40. The details of using TEBD in open systems are described

in Appendix 13.2.2. To begin with, we discuss the feasibility of TEBD simulations for the

dissipative transverse Ising model. We therefore investigate the dynamics of entanglement

entropies and the important effect of dissipation as a means to suppress entanglement growth

within the system. After establishing TEBD as a viable method, we will present results for

large systems regarding the dynamics of magnetization and investigate the emergence of long

range correlations in the stationary state.

11.2.1 Dynamics of correlations and entropies

In Chapters 2 to 4 we used algorithms based on matrix product states (MPS) to effectively

calculate the ground state properties of one dimensional systems [109]. The feasibility of

this approach is strongly supported by research on MPS in the context of DMRG for one

dimensional systems in the last decade [110]. In Appendix 13.2.2 we review results regarding

the scaling of necessary resources to approximate a given state with a MPS. An important
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Figure 11.2: TEBD results for the dynamics of an obc chain of length L = 32 and h/J = 0.2.
(a) Second order cumulants C3,j in the dissipation free limit Γ = 0. Correlations spread
within a light cone of speed u = 2h. (b) Operator space entanglement entropy SL/2 for the
bipartition of the system as a function of time. Whereas the entropy increases linearly in
absence of dissipation (red) it is strongly suppressed with Γ/J = 0.02 (blue). (c) Spectrum
of Schmidt coefficients λi at Jt = 30. The maximum bond dimensions for the simulation was
χmax = 250.

figure of merit is the entanglement entropy of a bipartition [228]

SA,B
α =

1

1− α
log[Tr(%αA)], with %A = TrB(%). (11.17)

Unless noted otherwise, we use the equal size bipartition with A representing the left L/2

sites and B the sites on the right. The general Renyi entropies in Eq. (11.17) are identical

to the von Neumann entropy for α = 1. The necessary resources of an MPS calculation scale

polynomially with the bond dimension χ of the MPS, which in turn is exponentially related

to the entropies by

χ ∼ eS . (11.18)

For short ranged Hamiltonians and gapped ground states, area laws have been established

that imply scaling of the entanglement entropies with system size O(1) in one dimensional

systems [110]. Even models with a vanishing energy gap and critical behavior in general

have entropies scaling as O(log(L)) with system size in 1D [230]. These properties have

established MPS as the standard tool for equilibrium problems in one dimension and naturally

the question arises whether this carries over to non equilibrium situations.

For the class of problems that can be described by a sum of Hamiltonians with local support

of at most two adjacent lattice sites, Vidal proposed an efficient algorithm for the simulation

of dynamics [165]. The efficiency again relies on MPS approximations that require resources

exponentially scaling with entanglement measures. It was quickly pointed out that in generic

one dimensional systems with a Lieb-Robinson bound [175], entanglement can not grow faster

than O(t), which however is not strong enough to render the simulation efficient [231, 232].

Meanwhile numeric studies found that this bound often is sharp and linear entanglement

growth in time, strongly limits TEBD algorithms [233]. A nice example is the dynamics of a
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chain of coupled harmonic oscillators. The problem can be solved analytically, but entropies

increase linearly in time and simulations using TEBD are thus not feasible [234].

Similarly it has been shown for the transverse Ising model that after a quench of the

magnetic field, h0 → h, the entanglement entropy increases linearly in time [227]. After a

transient time, it becomes quasi stationary at a value that linearly increases with system size.

The limit Γ → 0 for the dissipative Ising model, is therefore not accessible via MPS based

TEBD simulations. In Fig. 11.2(a) we show the spreading of correlations in a finite system of

size L = 32. The finite speed of sound u = 2h imposes a Lieb-Robinson bound that results

in a linear initial growth of entanglement entropy as displayed in Fig. 11.2(b). This growth

of entropy stops when the light cone extends over the entire system and ut > L. Considering

the system in the presence of decoherence Γ 6= 0, we make the important observation that the

emergence of large entropies is strongly suppressed. This is illustrated in Fig. 11.2(b).

11.2.2 Algebraic decay of Schmidt spectrum and implications

In panel (c) if Fig. 11.2 we show the Schmidt spectrum of the bipartition for χmax = 250.

Dissipation strongly reduced the weight of the tail of Schmidt coefficients compared to the

dissipation free case and we find algebraic decay λj ∼ j−β with β = 2 ± 0.2 for the specific

parameters shown. In Appendix 13.4 we discuss in more detail the relationship between Renyi

entropies

Sα =
1

1− α
log
( 2L∑
j=1

λαj
)

(11.19)

and the feasibility of approximation with MPS [228]. We here want to discuss the relation

between algebraic decay of Schmidt coefficients λj and scaling of entropies. For simplicity we

assume

λj = NL,βj
−β, β > 0 (11.20)

for the entire spectrum. Note that the maximal number of non zero Schmidt coefficients is

bounded by the size of the system. For a system of length L and a local dimension of d, for

a cut in the center we must consider 4L/2 = 2L values. First of all we determine the norm

N−1
L,β =

2L∑
j=1

j−β = H(2L, β), (11.21)

where H(m,n) is the generalized harmonic number. For β > 1 the limit L→∞ exists and is

finite. For β = 1 the normal harmonic number fulfills

H(2L, 1) = ln(2L) + γ = L ln(2) + γ, (11.22)

where γ ≈ 0.58 is the Euler-Mascheroni constant. For β < 1 it is divergent with

H(2L, β) =
2L(1−β)

1− β
. (11.23)

Now we turn to the scaling of the Renyi entropies, which using Eq. (11.20) can be expressed

as

Sα =
1

1− α
log
(
H(2L, αβ)/H(2L, β)α

)
. (11.24)
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Figure 11.3: TEBD results for magnetization dynamics and correlations in finite size chains
up to length L = 40 with maximum bond dimension of χmax = 300 for fixed transverse field of
h = 0.5. (a) Dynamics of magnetization for weak and strong dissipation and different system
sizes. Dotted lines are extrapolations of numeric data towards the stationary state. (b) Spin
spin correlations in system of size L = 40 at t = 200/J , dashed lines are exponential fits to
the decay at intermediate distance. (c) Scaling of the correlation length ξ with dissipation
strength Γ for various systems of size L = 16, 24, 32. Dotted lines indicate algebraic relations
with exponent −1,−2 and −3.

With above limiting expressions for the harmonic number one can easily show that for β < 1

all entropies diverge polynomially. Exactly for β = 1 only the α < 1 entropies diverge

polynomially, whereas Sα>1 diverges logarithmically. The most relevant case for us is β > 1,

here the denominator within the logarithmic is trivially constant but the nominator depends

on αβ. For αβ > 1 the entropy is constant, for αβ = 1 it diverges logarithmically and for

αβ < 1 the divergence is polynomial in system size.

To conclude, for the algebraic decay of Schmidt coefficients we find for the dissipative

Ising model with β ≈ 2 all Sα≥1 Renyi entropies are constant in system size. However we

can always find α < 1/β such that Sα diverges polynomially. Following the results of Schuch

et al. [228], the problem at hand is therefore in the class of indefinite problems, which are a

priori neither infeasible nor feasible.

11.2.3 Dynamics of magnetization and correlation length

Using the established TEBD method we will now discuss the dynamics of overall magnetization

and the stationary state correlations in a parameter regime, where the mean field ansatz yields

bistable solutions [235]. Specifically we will focus on tuning the decay rate within the interval

Γ = (0.05−0.2)J and restrict to results for a fixed transverse field h = 0.5J . When considering

the unitary dynamics alone, we therefore fixed the speed of sound u = 2h = 1J .

TEBD simulations of the dissipative Ising model can go well beyond system sizes that are

accessible within approaches that treat the full Hilbert space. Quantum jump Monte Carlo

simulations on this system were so far limited to L = 12 and L = 18 respectively [235, 225].

We here study systems of size up to L = 40 and maximal bond dimensions of χmax = 300.

The required bond dimension increases approximately linear with system size as we expect a

logarithmic scaling of entropies with the system size based on our discussion in the previous

subsection.

In Fig. 11.3(a) we show results for the time evolution of 〈σ̂z〉 in the center of the system.
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Figure 11.4: (a) Probability distribution p(Σz) as a function of system size for tJ = 200 and
h/J = 0.5 and Γ/J = 0.05. (b) p(Σz) for small L = 16 and large L = 32 system over the
range Γ ∈ [0.05, 0.2]. The solid lines indicate the mean field solutions.

For large Γ = 0.2J we show results for systems of size L = 16 and L = 24 and find that they

are nearly indistinguishable. On the contrary, for small Γ = 0.05J , within the mean field

bistable regime, results are far from converged in system size and relaxation time is almost an

order of magnitude larger than the single atom relaxation time 1/Γ = 20. We extrapolated the

data assuming an exponential relaxation towards the steady state value of the magnetization

〈σ̂z(t)〉 = 〈σ̂z〉∞[1−A[exp(−t/τ)]]. (11.25)

The absence of convergence for large system sizes is related to an increase of the length

scale of correlations. We here consider spin spin correlations

Cj(d) = 〈σ̂(j)
z σ̂(j+d)

z 〉 − 〈σ̂(j)
z 〉〈σ̂(j+d)

z 〉, (11.26)

that can be easily calculated within our MPS approach. The results for a system of size L = 40

at time t = 200/J are shown in Fig. 11.3(b). To reduce the effects of boundary conditions we

consider only correlations of spins in the center half of the system, neglecting the left most and

right most quarter of the system. For intermediate distances we find exponentially decaying

correlations that we fit with

CL/4(d) ∼ exp[−d/ξ]. (11.27)

The extracted correlation length is strongly dependent on Γ. To quantify the relation we have

extracted ξ for various system sizes over the range Γ ∈ [0.05, 1] and display the results in

Fig. 11.3(c). We have added the algebraic relation Γ−α with α = 1, 2, 3 to guide the eye.

11.3 Bistability

So far we concentrated on single or two site correlation functions that are sufficient to de-

termine the mean magnetization and its fluctuations, which could be characterized by the

Mandel Q parameter. We here go beyond this and calculate the full probability distribution

of the magnetization, which is defined as

p(Σz) = Tr(%P̂Σz), (11.28)

where P̂Σz is the projector on the subspace of fixed magnetization Σz ∈ [−L,−L+ 1, · · ·L−
1, L]. Evaluating this expectation value is non trivial with our MPS based algorithm as P̂Σz
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is a global operator, which can not be factorized in an efficient way. One realization of P̂Σz is

given by

P̂Σz =
∑

(S1,··· ,SL)|
∑
Si

=Σz

∏
j

[
(1 + Sj σ̂

(j)
z )/2

]
, (11.29)

with Si ∈ [1,−1]. Whereas the single terms in the sum are product operators that are easy to

evaluate, their number scales as
(

L
(Σz+L)/2

)
and is intractable for systems larger than L = 20.

We here calculate the exact sum if the number of states does not exceed M = 1000. Beyond

this limit we generate a random sample of M spin configurations of a fixed magnetization and

evaluate an approximation for p(Σz) that has small fluctuations. For the intermediate system

sizes we present here, our approach is feasible, but note that for larger systems the weight of

a single spin configuration reduces exponentially and the limitations of numeric precision are

quickly reached.

From the discussion of two site correlations we know that at Γ/J = 0.05 long range corre-

lations extend over the entire system. For these parameters we show p(Σz/L) in Fig. 11.4(a)

for systems of size L = 8, 16 and 32. For the two larger systems the distribution has two max-

ima, one at maximal negative magnetization and another one slightly below the paramagnet.

The emergence of the second, broad peak is already apparent for the smallest size system. In

Fig. 11.4(b) we show that the bistability is related to the divergence of the correlation length.

For the intermediate and large system we plot the probability distribution as a function of

Γ and find a smooth crossover from the bimodal distribution at Γ = 0.05 to the monomodal

distribution at Γ = 0.2. We added the solutions of the mean field ansatz, which in contrast

to our results suggest a discontinuous first order transition, whereas Fig. 11.4(b) suggests a

smooth transition.

Conclusion

In this chapter we demonstrated, that the numerical TEBD method originally developed

for dissipation-free systems [230], is a valuable tool for the study of one dimensional lattice

systems under the influence of dissipation. Whereas simulation of time evolution is infea-

sible without dissipation, we found strong evidence that dissipation sufficiently suppresses

the growth of entanglement to render our approach feasible. The approximations introduced

by the truncation of the MPS to finite bond dimensions are well controlled in contrast to

previously applied mean field approaches.

From the TEBD results we found that long range spin-spin correlations emerge in the

stationary state [225], where the associated length scale is divergent for small dissipation

rates Γ → 0. Previous results on the magnetization in the stationary are dominated by

finite size effects for the small systems that were under consideration [235, 225]. In this

lattice system, antiblockade gives rise to a bimodal distribution in the stationary state of the

extended system, however the transition towards this bistable region appears to be smooth

in contrast to the prediction of a first order transition made within mean field theory.

Clearly, a number of interesting questions remain unanswered by this discussion. For

example the emergence of bistability in the extended systems, could again vanish for systems of

even larger extend. We already find evidence for this and observe an increase in the amplitude

of the peak at zero magnetization in Fig. 11.4(b) in contrast to the constant amplitude of the

second maximum. Furthermore we would like to further investigate the divergent behavior of

correlation length when approaching the dissipation-free limit and qualitatively understand

the observed scaling ξ ∼ Γ−(1···3). Finally, new results obtained with a variational ansatz for

the stationary state can be assessed with the established TEBD algorithm [236].
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Chapter 12

Two Rydberg-Polariton Dynamics

Over the course of the last chapters we have discussed the properties of atomic media driven

from their weakly interacting ground state to strongly interacting Rydberg states via classical

light fields. In the following chapter we will change our point of view and investigate the

properties of photons in the presence of strong Rydberg interactions.

In Sec. 1.4 we introduced EIT and the concept of the DSP quasiparticle to describe the

propagation of light in coherent atomic media. The DSP originates from the strong coupling

of light and matter and is a coherent superposition of electric field excitation Ê and spin

polarization Ŝ. It inherits the interaction properties of its atomic constituent, however for

conventional EIT configurations the atomic interaction is weak and short range. Pritchard et

al. combined the idea of DSPs with strongly interacting Rydberg states and thereby paved

the way towards extraordinary non linear optics and strong interactions on the single photon

level [237].

Conventional EIT employs a metastable spin state to form the three level lambda system

required. For Rydberg EIT this level is replaced with a large principal quantum number n

Rydberg state as illustrated in Fig. 12.1(a). Like the spin state, the Rydberg state has a

long lifetime, but moreover it features strong and long range interactions with other Rydberg

excited atoms as discussed in Sec. 1.3. To describe the propagation of excitations in such a

medium the equations of motion for the field operators have to be modified. Whereas the

dynamic equations for electric field Ê and polarization P̂ remain unchanged from Eqs. (1.56)

and (1.57), the interaction between Rydberg excited atoms enters the spin polarization via

the two photon detuning in Eq. (1.58)

δ → δ +

∫
dz V (z − z′)Ŝ(z′, t)†Ŝ(z′, t) Ŝ(z, t), (12.1)

⇒ ∂tŜ(z, t) = iΩP̂(z, t)− i
∫
dz V (z − z′)Ŝ(z′, t)†Ŝ(z′, t) Ŝ(z, t). (12.2)

In this chapter we restrict to vdW interaction V (z − z′) = C6/[a
6 + (z − z′)6] with a short

range cutoff a required for the numeric simulation and a two photon detuning of zero in the

absence of interaction δ = 0. Convergence for a→ 0 has been checked.

Initial experiments on Rydberg EIT showed the breakdown of transparency for media

saturated with Rydberg polaritons and the resulting attenuation of classical pulses [237].

Theoretical descriptions with very good agreement to experimental results were given soon

thereafter by Ates et al., using Monte Carlo sampling of single atom dynamics [235] and

Petrosyan et al., using an effective superatom model [206]. Gorshkov et al. investigated the

emergence of spatial correlations between single Rydberg DSPs using two excitation wave-

141
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function calculations, which will be introduced later. In the dissipative regime γ > |Deltap|
they predicted the emergence of strong antibunching of DSPs for distances shorter than the

resonant blockade radius dB = 6
√
C6/γ, where 2γ is the intermediate state decay and Deltap

is the one photon detuning. Peyronel et al. experimentally demonstrated these non linear

effects on the level of few photons, by direct measurement of photon-photon correlations and

observed g2(0) as low as 0.2 [238]. Other groups demonstrated strong interaction effects via in-

direct measurement of large optical nonlinearities and the detection of sub Poissonian number

statistics for DSPs within the medium [239, 240]. An application of these strong dissipative

non linearities has been the realization of single-photon transistors based on Rydberg blockade

[241, 98]. Meanwhile the generation of non classical light via a single photon absorber has been

proposed theoretically [242]. Firstenberg et al. showed the emergence of photon bunching

under specific conditions in the non dissipative regime γ < |∆p| [243] and thereby sparked new

research regarding attractive forces between photons. Using diagrammatic methods Bienias

et al. recently derived an effective low energy theory and found evidence for bound states of

photons [244].

A perturbative description of DSP at low densities has been introduced by Otterbach et al.

Based on this description, the preparation of a long range ordered Wigner crystal of photons

by storage was proposed [16]. The aim of this chapter is to validate the assumptions made

regarding the description of DSPs and the initial state of the protocol in this proposal. We

therefore apply two excitation wavefunction techniques. First of all, we will show that the

description in terms of DSPs alone is valid after a short transient time and second, that for

sufficiently slow storage, the final state of the dynamic protocol is the ground state proposed by

Otterbach et al. To quantitatively understand our numeric results, we will derive an effective

theory for the unitary problem of two excitations on a ring and consider the adiabaticity

conditions for storage.

We finally discuss an emergent feature in our numeric results, that goes beyond the per-

turbative regime and reveals non polaritonic resonances at short distances of excitations. We

identify the origin of these resonances and the essential role the forces between excited atoms

play.

12.1 Unitary Dynamics of Dark State Polaritons

For low densities of excitations, where strong interaction effects at short distances can be

neglected, the vdW interaction between the atomic contribution of the DSPs can be pertur-

batively treated as an additional two photon detuning [16]. In lowest order of cos(θ) the DSP

many body dynamics is then described by the Hamiltonian

HDSP =

∫
dz Ψ̂†(z)(− ∂2

z

2m
−vg∂z)Ψ̂(z)+

C6 sin2(θ)

2

∫
dz

∫
dz′

Ψ̂†(z′)Ψ̂†(z)Ψ̂(z)Ψ̂(z′)

a6 + |z − z′|6
, (12.3)

with effective mass m and reduced group velocity vg

m =
g2

∆

1

cos2(Θ)c2
, and vg = c cos(Θ)2. (12.4)

We here introduced the notation ∆ = ∆p+iγ and therefore in the limit |∆p| � γ the real part

of the mass is the dominant contribution. Via a transformation to a frame co-moving with

the group velocity vg, the first order derivative ∂z can be eliminated. We will briefly review

the dynamic crystallization of photons described in [16] and then proceed with a numerical
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analysis of this storage process for two excitations in small systems to validate the model.

12.1.1 Wigner Crystallization of Photons

The low energy theory of one dimensional systems is often described within Luttinger liquid

theory [245]. Relevant parameters of a Luttinger liquid are the speed of sound u and the

Luttinger K-parameter. The K parameter alone determines the asymptotic behavior of first

and second order correlation functions

〈Ψ̂(z)Ψ̂(0)〉 ∼ z−1/(2K), (12.5)

〈Ψ̂†(z)Ψ̂†(0)Ψ̂(0)Ψ̂(z)〉 ∼ z−2K , (12.6)

which decay algebraically. For K > 1/2 the first order correlation is dominant at large

distances, whereas for smaller K it is the second order density-density correlation. The

K parameter is known for the special cases of non interacting bosons (K = ∞) and non

interacting fermions (K = 1), but in general it can not be derived analytically for a microscopic

theory, such as Eq. (12.3). Dalmonte et al. derived K parameters for the vdW case in the

limits of strong and weak interaction, as parametrized by Θ = π3/180%4
0mC6, where %0 is the

density of particles and found [246]

K ≈ 1√
1 + 2Θ

. (12.7)

Using numeric DMRG simulations of Eq. (12.3), the validity of this expression has been

discussed in [16].

A Wigner crystal of DSPs is characterized by long range second order correlations and

therefore a small K parameter, respectively a large Θ is required. True long range order can

of course not be achieved in 1D, but the correlation length can exceed the relevant system

size. From its definition we see that Θ is proportional to the mass of the DSP, which can

be manipulated in time by changes of the control field Ω(t). This is the main idea of the

proposal by Otterbach et al.. An initially uncorrelated photon pulse enters the medium and

is adiabatically stored in the presence of interaction, by slowly decreasing the control field

and thereby increasing the mass of the quasiparticles.

Within Luttinger liquid theory, the energy gap between ground state and states with low

momentum excitations vanishes, such that non-adiabatic effects can never be neglected. How-

ever for slow changes, the corrections will be restricted to small momenta and therefore large

distances in real space. If these distances are large compared to experimental length scales,

the non-adiabatic corrections are inconsequential in practice. For the specific switching pro-

tocol below, the non adiabatic corrections can be derived analytically within time dependent

Luttinger theory [247]. The protocol is defined by

Ω(t) =
g√

f(t)− 1
, (12.8)

where f(t) = ex(t) sinh[x(t)]e−arccosh(C)/
√
C2 − 1, (12.9)

and x(t) = arccosh(t/T0 + C), C = (K2
0 + 1)/(2K0). (12.10)

with the switching time T0 as the main control parameter. Under the assumption of a ground

state as the initial state of the protocol, it can be shown that after storage correlations are
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Figure 12.1: (a) Level Scheme of Rydberg EIT. (b) Interaction potential V (r) (solid) for the
model system of two excitations on a ring in comparison with the effective hard wall potential
(dashed). The corresponding ground state wavefunctions are almost indistinguishable. (c)
Effective well width Le(t) as a function of time t for a system of length L = 8. Other
parameters are C6/γ = 1, g/γ = 5,∆/γ = 5.

established over a finite length

L0 =
π4

90
C6%

5
0T0. (12.11)

Within this distance, the second order correlation functions show an algebraic decay with

the instantaneous exponent 2K(t). For distances larger than L0, the power law decay is

instead determined by the original K0 = K(0), which in general is large. Therefore the notion

of a Wigner crystal of photons is correct up to length scales smaller L0.

A critical assumption for the success of the proposal is that the input state of the storage

protocol is sufficiently close to the ground state. Otterbach et al. argue that the off-resonant

EIT linewidth Ω2/|∆| sets an upper limit for the energies of incoming photons converted to

DSPs. With this bound they determine the thermal length scale Lt that characterizes the

exponential decay of correlations in the initial state. The time dependent Luttinger theory

derivation can be generalized to the case of a thermal input state and a corrected length scale

was derived in [16]

Lcorr = 2
√
L0LT /πK0

(
log[K0/K(t)]

)1/4
. (12.12)

The corrected length scales as the geometric mean of thermal and optimal length L0 and

under the assumption of an initial temperature within the EIT window, it was shown that

experimental preparation of a Wigner crystal of DSPs over the length of a typical Rydberg

EIT medium is feasible.

12.1.2 Exact solutions on a ring and adiabaticity criterion

We now discuss in more detail our contributions regarding the presented proposal. We consider

small systems of just two excitations that are amenable to exact numeric treatment and can

therefore be used to validate and benchmark the previous results. To begin with, we consider

the model in Eq. (12.3) for two DSPs in a one dimensional system with periodic boundary

conditions. The many-body Hamiltonian ĤDSP can be separated in terms of center of mass
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and relative coordinates, defined via r = z1 − z2 and R = (z1 + z2)/2

ĤDSP−ring =
∂2
z1

2m
+
∂2
z2

2m
+ V (|z1 − z2|) (12.13)

=
∂2
R

4m
+
∂2
r

m
+

C6 sin(θ)2

r6 + (L− r)6
. (12.14)

Note that we decided to add the interactions in forward and backward direction on the ring

and we are only interested in the dynamics regarding relative distance of the two excitations.

Since the center of mass momentum is conserved, the two particle problem Eq. (12.14) can

be mapped to a single particle problem with mass 2m in an external potential. We will now

develop an approximate description of this problem in terms of a shrinking hard-wall square

well to gain insight into the adiabaticity conditions for this system.

The ground state energy of two a single particle confined to a potential well of width Le

is given by E1 = π2/(4mL2
e). We choose the effective length such, that sin(θ)2C6/r

6
W = E1,

with rW = (L−Le)/2 is identical to the energy in the lowest energy state in the infinite well.

Solving for Le we find

Le = L− (βL)1/3 +
1

3
(β2/L)1/3 +O(β/L2), (12.15)

with β =
2

π

√
C6 sin(θ)2m. (12.16)

During the storage protocol introduced in Eq. (12.8), the mixing angle θ(t/T0) and the effective

mass of the DSP m(t/T0) are functions of the progress in the protocol t/T0.

In Fig. 12.1(b) we show one example of the effective interaction potential and compare

it with the full vdW potential. The vdW interaction potential already has a large exponent

and therefore the agreement of the ground state wavefunction obtained for the two potentials

is unsurprisingly good. To quantify the quality of the square well solution, we calculate the

overlap of the ground state of the full problem with the corresponding approximation and

show the results in Fig. 12.1(c). For the range of parameters used in the storage protocol

discussed later, infidelities are below one percent.

We now employ the effective square well model to gain insight into the adiabaticity con-

ditions of the protocol on the ring. By changes of the control field Ω(t), two parameters of

the model are varied over time, the mass of the particle m(t) and the length Le(t) of the well.

The eigenfunctions in a deep well are independent of the particle mass and therefore changes

in the mass can be arbitrarily fast. This is not true for changes in the size of the well. This

problem has been extensively studied before [248] and is amendable to analytic solution in

special cases.

The figure of merit for non-adiabatic corrections is

α(t, T0) =
m(t/T0)

2
Le(t/T0) ∂tLe(t/T0) (12.17)

with t̃ = t/T0 ⇒ α(t̃) =
1

T0

m(t̃)

2
Le(t̃) ∂t̃Le(t̃) :=

T̃0

T0
, (12.18)

where T̃0 is independent of the switching time. For non-adiabatic corrections to be small,

α, which is dimensionless because of ~ = 1, should be much smaller than 1. This result is

intuitive, the heavier the particle, the slower the change in size has to be. Furthermore the

larger a system, the slower the change has to be, which is a consequence of the increasing

time it takes information to propagate from one end to the other. We will return to the
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adiabaticity parameter α, when discussing the fidelity of the storage protocol in detail.

12.2 Two Excitation Dynamics

In the previous section we have characterized the ground state of the unitary model on the

ring and introduced the approximate description in terms of a shrinking potential well. From

this we derived adiabaticity conditions for the storage protocol. We will use these insights to

understand the results from the two excitation wavefunction calculations we present in this

section.

12.2.1 Methods and observables

The state of two excitations is described within a wavefunction ansatz [238]

|Ψ(t)〉 =

∫∫
dz1dz2

[
1√
2
EE(z1, z2, t)Ê†(z1)Ê†(z2) +

1√
2
PP (z1, z2, t)P̂†(z1)P̂†(z2)

+
1√
2
SS(z1, z2, t)Ŝ†(z1)Ŝ†(z2) + EP (z1, z2, t)Ê†(z1)P̂†(z2)

+ ES(z1, z2, t)Ê†(z1)Ŝ†(z2) + PS(z1, z2, t)P̂†(z1)Ŝ†(z2)

]
|0〉. (12.19)

We choose the symmetry EE(z1, z2) = EE(z2, z1) without loss of generality and the compo-

nents of the wavefunction are given by |〈0|ÊzÊz′ |Ψ(t)〉|2 = |[EE(z, z′) + EE(z′, z)]/
√

2|2 =

|
√

2EE(z, z′)|2 and |〈0|ÊzP̂z′ |Ψ(t)〉|2 = |EP (z, z′)|2. To simplify numeric solution of the

Maxwell Bloch equations that govern the dynamics of two excitations on the ring system,

we introduce new variables

EP±(z1, z2) = [EP (z1, z2)± EP (z2, z1)]/
√

2 (12.20)

and respectively ES± and PS±. For the ring system, we further make use of the translation

invariance and only consider dynamics in the relative coordinate r = z1 − z2 mod L ∈ (0, L].

Center of mass momentum is a conserved quantity and zero for our choice of initial state.

The complete set of dynamic equations for the reduced set of variables

ee(r, t) =
√
LEE(r, 0), · · · , (12.21)

which take into account translation invariance by construction, is presented in Appendix 17.

Our ansatz does not take into account the entry of the pulse into the medium and we

choose a homogeneous distribution of two photons as the initial state

ee(r, t = 0) =
1√
L
. (12.22)

The dynamic equations are discretized on an evenly spaced grid, where the typical number of

grid points is on the order of 103. The interaction potential is truncated by the cutoff a for

small distances to avoid divergences at r → 0. We apply a split step method to numerically

solve the dynamic Eqs. (17.24)-(17.32) [249]. Whereas the couplings g and Ω, the detuning

∆ and the decay of the excited state γ as well as the interaction V are taken into account in

real space, the kinetic term c∂r = −ick is applied in Fourier space.
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Figure 12.2: (a) Density distribution of two DSP on a short ring during storage with switching
time T0 = 1. Density is normalized to the peak value for the individual plots. Parameters are
γ = 1, C6 = 1, g = 5,∆ = 5 and the ring has length L = 8. (b) Density distribution for DSP
and photonic field component for T0 = 16. (c) Comparison of the normalized DSP density
with the ground state density after t = 10T0 for different switching times and parameters as
in (a) and (b).

Note that the norm of the two excitation wavefunction

N = 〈Ψ(t)|Ψ(t)〉 =

∫
dr
[
|ee(r, t)|2 + |pp(r, t)|2 + |ss(r, t)|2 (12.23)

+ |ep(z1, t2)|2 + |es(r, t)|2 + |ps(r, t)|2
]
, (12.24)

at the beginning of the storage protocol is N = 1, but it is not a conserved quantity in

the presence of decay γ. Our description is incomplete as we do not take into account the

dynamics of single excitation after a decay event. This can be resolved by using the losses of

the two excitation calculation as input to a single excitation density matrix calculation [242].

The DSP continuously changes character during the protocol, as the mixing angle θ(t)

changes in time and we must take this into account when calculating the DSP density

L
∣∣∣〈0|Ψ̂(r)Ψ̂(0)|Ψ(t)〉

∣∣∣2 =
∣∣∣[dd(r) + dd(−r)]/

√
2
∣∣∣2 = 2|dd(r)|2, (12.25)

where the last term is related to our numeric variables via

dd(r) = cos2(θ)ee(r)−
√

2 sin(θ) cos(θ)es(r) + sin2(θ)ss(r) (12.26)

= cos2(θ)ee(r)− sin(θ) cos(θ)[es+(r) + es−(r)] + sin2(θ)ss(r). (12.27)

This allows us to extract the probability distribution for the distance between two DSPs

nDD(r, t) = |dd(r, t)|2. (12.28)

12.2.2 Results in the near-resonant regime

In Fig. 12.2(a) we show exemplary results for the DSP density on a ring of length L = 8. The

protocol for the control field is chosen such, that Ω(t → 0)/g � 1 and therefore cos2(θ) ≈ 1

and therefore the initial DSP distribution is identical to the homogeneous photon distribu-
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tions. Dynamics of large separation components is initially dominated by single particle

effects [100], that are a consequence of non-adiabatic corrections due to the fast change of

the control field Ω(t) and are not a consequence of the strong interaction. At short distances

r < 6
√
C6/(g2 + Ω2), the strong interaction suppresses the adiabatic following of the wavefunc-

tion with the DSP towards the spin-spin component. The remaining electric field is absorbed

with the off resonant rate γg2/|Γ|2.

The interesting physics occurs at the boundary of the blockade region. Note that for our

choice of parameters this is within the regime of validity of the DSP description in Eq. (12.3),

as r > 6
√
C6/(g2 + Ω2). We display results for two different values of the switching time T0 in

Fig. 12.2(a) and (b). The white lines denote the effective square well of width Le we derived

in Eq. (12.15). Results in Fig. 12.2(a) are for fast storage with a switching T0 = 1. The

compression of the wavefunction by the shrinking square well is too for adiabatic following.

By increasing the switching time, the relative speed of correlation propagation compared

to the compression of Le is increased and fewer excitations are introduced into the system.

This is exemplified for T0 = 16 in Fig. 12.2(b). In addition to the density of DSPs we show

the distribution of the photonic component, which is rapidly vanishing.

The final state of DSPs for three switching times is compared to the exact ground state of

Eq. (12.3) in Fig. 12.2(c). Overlap for the long switching time is much improved compared to

the intermediate time T0 = 4. Note however that this increase in total time results in larger

losses and a smaller remaining norm of the wavefunction. This effect has been omitted in the

figure and will be quantified in the next section.

12.2.3 Fidelity of storage protocol in the near-resonant regime

Based on the quantities introduced in the previous section we will now quantitatively analyze

the relation between system size L, switching period T0 and the efficiency of the preparation

protocol. The key figure of merit is the overlap between the final two excitation wavefunction

and the ground state for two DSPs within the unitary model

FG(t, T0) = |〈ΨG|Ψ(t)〉|2/|〈Ψ(t)|Ψ(t)〉|

=

∫
|dr dd∗G(t)dd(r)|2/|〈Ψ(t)|Ψ(t)〉|. (12.29)

Our intuition is, that with increasing switching time the fidelity of preparation in general

increases, which we will show to be true. The total time is however limited by the presence of

losses, which is quantified by the norm N of the two excitation wavefunction. We furthermore

consider the norm of only DSP contributions to the wavefunction to show that the system is

fully described in terms of DSPs.

In Fig. 12.3 we show the infidelity 1−FG(t, T0) of ground state preparation, (b), and the

remaining norm after storage N , (c), for systems of size L = 6 and L = 8 as a function of

the switching time T0. The minimum switching time is limited by the adiabaticity condition

for storage in the absence of interaction. For switching times shorter than T1 = ∆/g2 we find

significant deviations of the norm N (dashed) and the norm of DSP components NDD (solid)

as the single excitations can not follow the change of the control field.

For larger times the wavefunction is dominated by DSP components (NDD/N ≈ 1), the

infidelity 1 − F is however still large. This is due to non-adiabaticy regarding the changes

in the unitary model. We have numerically evaluated the adiabaticity parameter T̃0(t̃) in

Eq. (12.17) and display the results in Fig. 12.3(a). For T0 < T̃0(t̃) we expect non-adiabatic

excitations to appear at this stage of the storage protocol. We find that the initial phase of the
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Figure 12.3: (a) Switching time T̃0 such that α = 1 at that time in the storage protocol.
Colors as in (b). (b) Overlap of two excitation state after time T = 10T0 and T = 5T0 (inset)
with the DSP ground state for two system sizes. Parameters are C6 = 1, g = 5,∆ = 5 and
c = 1. (c) Remaining norm of the two excitation wavefunction after T = 10T0 (solid) and
T = 5T0 (dashed) and parameters as in (a).

storage and the continued storage at late times, with large mass of the DSPs, are most critical

regarding adiabaticity. The rapid initial compression of the square well, cf. Fig. 12.1(c), is

non-adiabatic for all T0 we consider. The consequences can be seen in Fig. 12.2(a), after

short times, density peaks appear near the boundaries of the shrinking square well, which

then propagate away from the boundaries towards larger distances. However, we find that the

excitations created in the initial phase of the protocol are damped during storage and do not

prohibit the preparation of the targeted ground state. The required switching for large times

increases and we find that infidelities of less than one percent are reached, if T0 is chosen

such that α(t = 10T0) = 1 at the end of the protocol. Note, that the bound derived within

Luttinger liquid theory in Eq. 12.11 is not suitable here. The density of DSPs is fixed for the

ring system to %0 = w/L and for L0 = L we obtain from the bound derived in [16]

T0 >
45

16π4

L6

C6

L=8
≈ 8000, (12.30)

which is much larger than the switching times required for the small system.

In this section we discussed the storage of two initial photon excitations in the form of

Rydberg excitations in a small ring system. We validated the assumption of Otterbach et al.

that after a transient time only DSP components of the wavefunction remain. Furthermore we

showed that despite imperfections of the initial state and non-adiabaticity during the initial

stages of the storage protocol, the ground state of Eq. (12.3) can be prepared.

12.3 Scattering Resonances of Rydberg-Polaritons

An interesting feature emerges for the exact numeric solution of the two excitation problem,

when considering very large one photon detunings |∆p| � g,Ω. This effect we want to discuss

in the following section does not fall within the bound state regime discussed in the literature,

where |∆p| < g [243, 244].

12.3.1 Results in the far-off-resonant regime

In Fig. 12.4 (a) we show the DSP density for the identical storage protocol as before, but with

increased one photon detuning ∆p/γ = 25 � g/γ. The left part of the figure compares the
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Figure 12.4: (a) Final distance distribution of two Rydberg DSP in comparison with the
DSP ground state (left) and time evolution during the storage protocol. For large detuning
∆/γ = 25 resonance like structures emerge. (b) Results for a linear interaction potential and
constant parameters g = 5γ,Ω = γ,∆ = 25γ on a ring of length L = 10. Distance distribution
for the spin-spin component after T = 50 = 10T0 (c) Evolution of the spin-spin component in
momentum space.

final density of DSPs after T = 10T0 with the ground state distribution of ĤDSP. Whereas

agreement for large separations is near perfect apart from the overall normalization factor,

a resonance like feature emerges at short distances for the exact solution. The aim of this

section is to identify the origin and further characterize this feature that goes beyond the

perturbative DSP theory.

12.3.2 Linear model system

Two factors contribute to the emergence of the resonance features for large detunings. First of

all two Rydberg excited atoms apply strong forces ∼ ∂rV (r) on each other, which takes pop-

ulation out of the low momentum sector and effectively decouples spin-spin population from

the remaining components. Furthermore we identify the positions of resonance features with

an energy match between V (r) and oscillation frequencies in the low momentum dynamics.

To gain analytic insight we use a simplifies linear interaction potential

V (r) = Fr − FL

2
, (12.31)

which yields a constant force F between excitations and restrict ourselves to fixed values of

Ω. We are interested in the behavior for small interaction at maximum distance on the ring

and therefore the discontinuity of V (r) at r = 0 = L is irrelevant.

Consider the dynamic equation for the spin-spin component in momentum space

∂tss(k) = i
FL

2
ss(k)− iΩps+(k) + F∂kss(k). (12.32)

The last term represents the force that accelerates population away from k = 0. In Fig. 12.4

(b) we show the real part of ei
Lk
2 ss(k, t) for a ring of length L = 10 and F = 1. We have

introduced the phase factor to take into account the energy of ss(k) in Eq. (12.32). The

population in ss(k) follows the force without significant coupling to ps+ away from k = 0 and
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therefore

ss(k, t) ∼ ss(0, t− k/F )ei
Lk
2 θ(k)θ(t− k/F ). (12.33)

The zero momentum component ss(k = 0, t) is coupled to the other components at zero

momentum. At k = 0 the coupling to antisymmetric components of the wavefunction vanishes

and we must only consider the dynamics of the symmetric components

∂t


ee

pp

ep+

es+

ps+

 = i


0 0 g 0 0

0 −2∆ g 0 Ω

2g 2g −iΓ Ω 0

0 0 Ω 0 g

0 2Ω 0 g −∆




ee

pp

ep+

es+

ps+

 . (12.34)

In the limit of small control field and large detuning Ω � g � |∆| we consider the two

eigenvalues of magnitude closest to zero

λee = −∆ +
√

4(g2 + Ω2) + ∆2, λes+ = (−∆ +
√

4(g2 − Ω2) + ∆2)/2. (12.35)

These two frequencies will be imprinted onto the ss(k, t) population that is dragged through

momentum space.

To illustrate the consequences, we here consider an oscillation of ss(0, t) for a single fre-

quency λ ∈ {λee, λes+}. Due to the force on the spin-spin components we find

ss(k, t) ∼ ei(λ(t−k/F )+Lk
2

) θ(k) θ(t− k/F ), (12.36)

⇒ ss(r, t) ∼ 1− exp[it/F (r − λ/F − L/2)]

r − λ/F − L/2
.

We are interested in the behavior in the vicinity of the root of the denominator. For λ ∈ R
this root is located at Fr − FL/2 = V (r) = λ, the distance where the interaction potential

energy, is resonant with the eigenvalue. Expanding expression (12.36) around this point we

find

|ss(r, t)|2 ∼ t2

F 2

[
1− t2

F 2

(r − λ/F − L/2)2

24

]
. (12.37)

A pronounced peak in the spin-spin component emerges over time, with quadratically increas-

ing amplitude and narrowing width

w ≈ 2
√

6F/t. (12.38)

The total probability weight of this resonance therefore increases linearly. When taking into

account the imaginary part of λ, we find that the increase in amplitude changes into a linear

regime for tIm(λ) ' 1 and that the amplitude saturates to a constant value for tIm(λ)� 1.

In Fig. 12.4(c) we show the density distribution of the spin spin component after time

t = 50. The relevant eigenvalues here are given by Re(λee+) ≈ 2.0 and Re(λes+) ≈ 0.9.

In Fig. 12.5(a) we show time dependent density distribution of the spin-spin component for

the resonance near r ≈ 5.8 in the linear potential example. The density is normalized, such

that the peak of the density distribution is of constant value. Due to this normalization the

narrowing of the distribution is apparent in the figure and the expected width is indicated

with white dashed lines in good agreement with the numeric calculation. For t > 50 the

narrowing stops, which is due to the loss of population in the zero momentum space. This

is also seen in Fig. 12.4(b). In Fig. 12.5(b) the maximum amplitude corresponding to (a) is
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Figure 12.5: (a) Distribution of spin-spin component for the left resonance feature normalized
to the maximum value. White dashed lines indicate the predicted width of the feature. (b)
Maximum amplitude of (a) as a function of time. The red dashed line indicates exponential
decay due to the off resonant coupling to the polarization. All parameters are as in Fig.12.4(b).

displayed. We here find the initial linear increase as predicted by Eq. (12.37), followed by

exponential decay on the time scale τss = 4γ−1|∆2|/Ω2, of the off resonant coupling to the

ep+ component.

We now return to the simulation of the storage protocol with vdW interaction. Whereas we

can not immediately transfer our derivation to the dynamic storage protocol, we will use the

results of the simplified model as a guide. For small Ω(t) the two eigenvalues discussed above

simplify to λee = g2/∆ and λes+ = g2/∆. From the model discussion we expect resonance

features to appear where the interaction potential is resonant with these frequencies

rµ = (C6/λµ)(1/6). (12.39)

In the figure we added white lines denoting the predicted position of resonances. Again

agreement is qualitatively good besides unexplored drifts at late stages of the protocol.

Conclusion

This chapter was a short glimpse into the expanding field of Rydberg EIT with the very

specific goal to validate the assumptions of the proposal by Otterbach et al.[16]. To do so

we considered the dynamic storage of only two excitations in finite size systems with periodic

boundary conditions. As in the previous Chapter 8 the replacement of the vdW potential

with a hard rod potential was shown to yield good approximations and analytic insight into

the storage procedure. Based on the square well picture we derived adiabaticity conditions

for the storage in the small system.

We then used the two excitation wavefunction techniques to validate the DSP approach

and showed that for sufficiently slow switching times and sufficient distance of the excitations

the initial photons are coherently converted into spin excitations. Furthermore for switching

times large enough to be adiabatic regarding the many body Hamiltonian, the prepared state

showed very good agreement with the targeted ground state. However this increase in overlap

comes at the price of increased losses, which need to be further characterized.

For large one photon detuning we observed short distance resonance features that are not

described within the perturbative DSP theory. We identified the origins of these resonances
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and showed that the force between Rydberg excited atoms is a key ingredient. Our numeric

approach is at the moment limited by the slowly varying envelope approximation made in

the derivation of the dynamic equation of Ê . This approximation is only valid for small

momentum changes around the central wavevector k0, which is violated by the strong forces

at the resonance position.

Bound states of polaritons have become a hot topic recently, motivated by the experimental

findings in [243]. The theoretical description of Rydberg EIT systems beyond the perturbative

regime remains a challenge and unifying framework for the different theoretical proposals is

missing. The two excitation simulations employed and developed within this chapter will be

an equally important tool to validate other aspects of Rydberg EIT.
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Chapter 13

MPS Based Simulation of Quantum

Systems

Classical simulation of many body quantum systems is relevant for both benchmarking of

experimental results and research on new theoretical models. Matrix-product state (MPS)

based approaches originate from the classical statistical mechanics of two dimensional systems

[250] and have been established as a valuable tool for the simulation of one dimensional

quantum systems [109]. In this chapter we will first introduce MPS and their properties and

then continue to discuss their application in DMRG and TEBD algorithms. We employ MPS

for the simulation of open one dimensional lattice systems, where the density operator must

be represented as a state in Liouville space and then approximated using MPS. We here focus

on the relevant modifications to a TEBD algorithm to simulate such driven, open systems.

The chapter concludes with a review on results regarding the feasibility of simulation and the

relation to the scaling of entropies.

13.1 Matrix Product States

Consider a one dimensional lattice, partitioned in parts A and B with L sites each and local

Hilbert space dimension d. The challenge of numerical simulation of quantum systems is the

exponential scaling of Hilbert space with system size. In general, an exact representation of

a quantum state

|Ψ〉AB =
∑
j,k

cj,k|j〉A|k〉B, |j〉A ∈ HA, |k〉B ∈ HB (13.1)

requires d2L coefficients cj and is thus infeasible. The Schmidt decomposition of the state

|Ψ〉AB is given by

|Ψ〉AB =

dL∑
m=1

cm|m〉A|m〉B, |m〉A ∈ HA, |m〉B ∈ HB, (13.2)

with
∑
|cm|2 = 1, where |cm+1 ≤ cm|, and complete orthonormal sets, spanning both Hilbert

spaces. The number of Schmidt coefficients required does not scale with the total Hilbert

space, but the maximum Hilbert space dimension of system A or B. We are interested in

a truncation scheme for the sum in Eq. (13.2) that guarantees to approximate expectation

values with controlled error bounds. It has been shown that |Ψ〉(χ)
AB =

∑χ
m=1 cm|m〉A|m〉B is
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the best possible truncation and the error is simply given by the sum of the discarded weights

in the Schmidt decomposition [228]

ε(χ) =

dL∑
m=χ+1

|cm|2. (13.3)

A MPS is generated from |Ψ〉AB, by repeatedly applying Schmidt decompositions of smaller

and smaller subsets of the system and truncating in every step to the targeted bond dimension

χ. In the representation introduced by Vidal the final MPS is of form

|Ψ〉 =
∑

σ1···σ2L

Γσ1Λ[1]Γσ2Λ[2] · · ·Γσ2L−1Λ[2L−1]Γσ2L |σ1 · · ·σ2L〉. (13.4)

The matrices Γσi contain a set of χ states on site i and the Λ[i] are the diagonal bond matrices

that contain the Schmidt coefficients. Note that the Γ matrices are limited in size to (χd)×(χd)

and therefore the overall resources required for the storage of an MPS only scale linearly in

the system size L.

13.2 Algorithms

In the following we will briefly review the two most relevant algorithms based on MPS. First

of all DMRG for efficient approximation of ground states of one dimensional systems, and

then TEBD for the simulation of time evolution in one dimensional lattice systems.

13.2.1 DMRG

The density matrix renormalization group originated from real space renormalization and was

later reformulated in the language of MPS [111, 251]. We here only describe a modern variant

of DMRG and the algorithm we have used throughout this thesis.

Our goal is to find the MPS of dimension χ, that best approximates the ground state of

Hamiltonian H on a lattice. Straight forward optimization of the MPS regarding the energy

expectation value is a large, nonlinear problem in the coefficients of the Γ and Λ matrices. We

must instead use iterative methods that only optimize few matrices in each step. Consider a

partition of the lattice in four parts A, j, j+ 1,B. The current approximation is then given by

|Ψ〉 =

χ∑
α,β,γ=1

d∑
m,n=1

Λ[j−1]
α Γ

[j],m
α,β Λ

[j]
β Γ

[j+1],n
β,γ Λ[j+1]

γ |α〉A|m〉j |n〉j+1|γ〉B, (13.5)

where we have contracted all internal bonds in A and B. The energy expectation value is

minimized by only optimizing matrices on the two lattice sites j and j + 1. To optimize the

state with respect to the energy, one contracts all bonds in the product 〈Ψ|H|Ψ〉, where Ĥ is

also represented by a matrix product operator, except for the sites j, j + 1. As the result of

this contraction we find an effective Hamiltonian for these two sites of dimension χ2d2×χ2d2.

The smallest eigenvalue and corresponding eigenstate of this operator is determined via exact

diagonalization. This state is Schmidt decomposed regarding lattice sites j and j+1, truncated

to the chosen bond dimension χ and brought into MPS form. This procedure is repeated for

all pairs of adjacent sites in a sweeping scheme that continues until the energy expectation

value is sufficiently converged.
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DMRG algorithms can in principle be applied to Hamiltonians with long range interaction,

which however requires larger bond dimensions for the matrix product operator representing

the Hamiltonian and reduces efficiency.

13.2.2 TEBD

As we saw in the previous subsection, DMRG using MPS is based on the idea to locally

optimize the state on two adjacent sites. The insight of Vidal was, that this idea could easily

be adapted to simulate the time evolution of a specific class of one dimensional problems

[252, 253]. Consider a Hamiltonian that can be written as a sum of terms Ĥj with support

on only adjacent sites j, j + 1

Ĥ =
∑
j

Ĥj . (13.6)

The time evolution operator Û = exp(−iĤt) can then be approximated and efficiently de-

composed using a Suzuki Trotter decomposition. We partition the Hamiltonian in even and

odd parts, Ĥ =
∑

j=odd Ĥj +
∑

j=even Ĥj = Ĥodd + Ĥeven, and find

e−iĤdt+O(dt3) = e−iĤodddt/2e−iĤevendte−iĤodddt/2. (13.7)

The operator exponential exp[−iĤodddt/2] can be factorized, because the included Ĥj have

disjunct support and thus commute with each other. To time evolve the MPS, we must

therefore apply operations Ûj = e−iĤjdt and then use a Schmidt decomposition to retrieve

the truncated MPS representation.

13.3 Open System TEBD

The relevant equation of motion for the open systems we discuss is the Lindblad equation

d

dt
% = −i[H, %] +

1

2

∑
µ

(
2Lµ%L

†
µ − {L†µLµ, %}

)
. (13.8)

We here reformulate the problem in Liouville space L = H ⊗ H, to reveal the analogy to

the conventional Schrödinger equation. The density matrix operator is represented by a state

|%〉 ∈ L and its dynamics is given by

i
d

dt
|%〉 =

(
−Ĥ ⊗ 1 + 1⊗ Ĥ − i

2
(2Lµ ⊗ Lµ − L†µLµ ⊗ 1− 1⊗ L†µLµ)

)
|%〉 (13.9)

= L̂|%〉.

For an open system with non-vanishing Lindblad operators the Liouville operator is in general

non Hermitian. However, for systems with a unique stationary state, the Liouville operator

must have a single eigenvector with eigenvalue 0, which is the stationary state of the density

matrix. The unitary dynamics can be interpreted as a forward evolution on one lattice and a

time reversed evolution on the mirrored chain. The two chains are only coupled by the last

terms that emerge from the dissipation.

If Ĥ can be separated in local Hamiltonians with support on adjacent sites and the Lind-

blad generators also have local support, the Liouville operator can be decomposed in even

and odd parts as well and dynamics is simulated using conventional TEBD. This analogy has
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been exploited in various fields from transport in spin chains to polariton dynamics in the

past [254, 255, 256, 257].

Notable differences have to be taken into account regarding the normalization of the

density matrix and the calculation of expectation values. In conventional form we require for

the density matrix Tr(%) = 1 which translates into a simple scalar product in Liouville space

〈1|%〉 = Tr(%) = 1, with |1〉 =
∑
m

|m〉 ⊗ |m〉. (13.10)

Similarly the expectation value of a projector onto a local state n at site k is given by

〈k, n|%〉 = Tr(|n〉k〈n|k%), with |k, n〉 =
∑
m

δmk,n|m〉 ⊗ |m〉. (13.11)

Calculating expectation values of local operators is therefore very easy within this represen-

tation of the density matrix. Note however, that as for conventional DMRG the calculation

of global observables, such as the total particle number is hard, as it can not be represented

by a small matrix product operator.

13.4 Feasibility of MPS Approximation

The set of MPS of fixed bond dimension χ only covers a small subset of Hilbert space. We

here quickly review how to identify states that are not well approximated via MPS and review

why MPS based approaches are nonetheless a valuable tool for one dimensional systems.

Be |Ψ〉 the pure state of a bipartite system, then we define the von Neumann entropy of

the bipartition as

SA,B = −Tr(%A ln %A), %A = TrB(|Ψ〉〈Ψ|). (13.12)

The reduced density matrix %A can be represented via the coefficients and states of the Schmidt

decomposition as in Eq. (13.2)

%A =

χ∑
m=1

|cm|2|m〉A〈m|A, (13.13)

where we have used orthonormality of the |m〉A. As %A is diagonal in this basis, the von

Neumann entropy is given by

SA,B = −
χ∑

m=1

|cm|2 ln |cm|2. (13.14)

This entropy is maximal for |cm| = |cn| for all m,n and the normalization requires |cm|2 = 1/χ

such that the entropy of a MPS with bond dimension χ is bounded by

SA,B ≤ ln(χ), (13.15)

which has the immediate consequence, that states with increasing entropy SA,B require expo-

nentially increasing resources χ.

The von Neumann entropy is a specific case of Renyi entropies Sα = ln(Tr %α)/(1 − α)

and it has been shown that the scaling of Renyi entropies with system size is a good figure of

merit for the feasibility of MPS based simulations [228]. Note that the von Neumann entropy

corresponds to Sα=1. First of all, if Sα<1 ∼ const. or Sα<1 ∼ ln(L) the approximation with
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MPS is feasible. On the other hand, if Sα>1 ∼ Lκ or Sα=1 ∼ L the simulation is infeasible.

In between these two regimes the situation is can not be determined by the scalings alone.

Several results have been obtained regarding the scaling of entropies of generic systems.

Most importantly ground states of one dimensional systems with finite range interaction and

an energy gap obey an area law such that entropies remain constant with increasing system

size [110]. In critical regimes where the energy gap vanishes, the scaling behavior changes to

logarithmic growth. This does not render the simulation infeasible, but then the necessary χ

for accurate simulation increases with system size [230].
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Chapter 14

Shaking Assisted Tunneling

In Chapter 4 we propose to use shaking assisted tunneling to realize the thin torus limit of the

2D FQH effect in a one dimensional ladder system. We here briefly review the most relevant

aspects of the derivation of the effective Hamiltonian [39, 258] and discuss the example of a

simple two site model.

14.1 Derivation of Two-Site Effective Coupling

Consider a system of two sites with small hopping J and an offset potential of strength ∆.

For ∆ � J , tunneling is strongly suppressed. By introducing a time dependent modulation

of the local potentials with frequency ∆, tunneling can be restored with control regarding

amplitude and phase.

H0 = −J(â†1â2 + â†2â1) +
∆

2
(−â†1â1 + â†2â2), (14.1)

Ht = V0[â†1â1 cos(∆t+ g1) + â†2â2 cos(∆t+ g2)]. (14.2)

First of all, we transform into a frame rotating with the off set detuning ∆

Ŵ = −n̂1 + n̂2, ψ = e−i(∆/2)Ŵ tψ̃ (14.3)

⇒ i∂tψ̃ = ei(∆/2)Ŵ t(H0 +Ht)e−i(∆/2)Ŵ tψ̃ − ∆

2
Ŵ ψ̃ (14.4)

= H̃ψ̃. (14.5)

The time dependent part of the Hamiltonian is unchanged, whereas the tunneling matrix

element rotates with the off set detuning

H̃ = −J(e−i∆tâ†1â2 + ei∆tâ†2â1) +Ht. (14.6)

We now split H̃ into these rotating parts H̃ = ei∆tV̂ (+) + e−i∆tV̂ (−)

V (+) = −Jâ†2â1 +
V0

2
(eig1 n̂1 + eig2 n̂2), (14.7)

V (−) = −Jâ†1â2 +
V0

2
(e−ig1 n̂1 + e−ig2 n̂2). (14.8)

By expanding the dynamic equation in powers of 1
∆ , one introduces a truncation scheme to

restrict to the slow dynamics of the system. For the effective Hamiltonian that described this
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Figure 14.1: (a) Effective ladder scheme realized by fast lattice shaking, which creates an
artificial magnetic flux Φ1,Φ2 alternately piercing plaquettes. (b)-(e) Comparison of single
particle dynamics on a ladder with Ly = 24 (obc). For sufficient separation of time scales
between static hopping J , lattice shaking V0 and modulation frequency ∆, effective (b) and
full dynamics agree (c). The effects of small ratios r1 = ∆/V0 and r2 = V0/J , and wrongly
chosen phases gj are shown in (d) and (e).

slow dynamics we find

Heff =
1

∆
[V (+), V (−)] +O(

1

∆2
) (14.9)

= −JV0

2∆
[â†2â1(e−ig1 − e−ig2) + h.c.] +

J2

∆
(−n̂1 + n̂2) +O(

1

∆2
). (14.10)

In addition one has to consider an initial kick to the wavefunction

K̂ =
1

i∆
(V (+) − V (−)) +O(

1

∆2
) (14.11)

=
V0

∆
(n̂1 sin(g1)) + n̂2 sin(g2)) +

J

∆
(iâ†2â1 − iâ†1â2) +O(

1

∆2
), (14.12)

such that the time evolved state is given by

ψ(t) = e−i∆2Ŵ te−iK̂e−iHeff teiK̂ψ(0). (14.13)

14.2 Benchmarking the Single Particle Physics

With above expression for Heff we have discussed the effective model of the FQH on the ladder

in Chapter 4. We here want to benchmark the agreement of effective and full dynamics,

however restrict ourselves to single particle physics. In Fig. 14.1(a) we show the effective

ladder scheme we want to realize with flux Φ1,2 = π, 0 piercing every second plaquette. The

exact dynamics of a single particle initialized at site j = 1 at t = 0 is displayed in Fig. 14.1(b)

and shows the confinement to the edge due to the magnetic field. The Floquet treatment is

exact in the limit of large static detuning and small static hopping compared to the modulation

r1 =
∆

V0
� 1, and r2 =

V0

J
� 1. (14.14)

In Fig. 14.1(c) we display the propagation of the single particle for large ratios r1 = r2 = 20

and with the gj chosen according to Eq. (4.10) in Chapter 4. Indeed we find very good
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agreement with the results for the effective model in (b). If ratios are chosen smaller as in

(d), where r1 = r2 = 5 the correspondence with the effective dynamics breaks down and the

particle is not confined to the edge. In (e) we show results for differently chosen phases gj = 0

for all j of the lattice shaking. For such a configuration no flux pierces the plaquettes and the

particle propagates freely aways from its initial position.
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Chapter 15

Rate Equation Models

In this thesis we repeatedly use the mapping from many body quantum dynamics to many

body classical dynamics that are described by systems of rate equations, introduced in Chapter

6. The most important input for this models is the rate of excitation Γ↑(∆) and deexcitation

Γ↓(∆) for a single site at a given detuning. In Chapter 7 we have derived these rates for the

case of superatom clusters in detail. The text book derivation for simple two level atoms, as

well as a derivation for coherent population trapping (CPT), constitute the first part of this

appendix. Similar derivations as below can be found in the literature [184].

Although classical, the state space grows exponentially in the number of sites and straight-

forward numeric solution of the set of rate equations is infeasible. Both, classical and quan-

tum dynamics, can be unraveled using Monte Carlo methods that sample over a large set of

randomly generated trajectories. The resources for describing a single state of a classical tra-

jectory however scale linear in system size, whereas they are exponential in the quantum case.

We will introduce two sampling methods for classical systems and discuss their individual

benefits.

15.1 Derivation of Single Atom Rates

15.1.1 Two-level driving

We consider a single atom with ground state |g〉 and excited state |r〉 subject to a classical

driving field Ω

H = (Ωσ̂gr + h.c.) + ∆σ̂rr. (15.1)

In addition to this coherent dynamics we take into account the finite lifetime of the excited

state and decoherence via the jump operators

Ls =
√

Γσ̂gr, Ld =
√

Γdσ̂rr. (15.2)

Both dissipation channels contribute to the damping of the atomic coherence %gr = 〈g|%|r〉
with rate γ = (Γ + Γd)/2

d

dt
%rg =

d

dt
〈r|%|g〉 = −iΩ(%gg − %rr)− i∆%rg − γ%rg. (15.3)

In the stationary state and for strong damping γ > Ω,∆ we can adiabatically eliminate the

coherence
d

dt
%rg

!
= 0⇒ %rg =

iΩ(%rr − %gg)

γ + i∆
. (15.4)
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Substituting this coherence into the dynamic equation for the populations yields

d

dt
%gg = Γ%rr − iΩ(%rg − %gr) (15.5)

= Γ%rr +
2Ω2γ

γ2 + ∆2
(%rr − %gg). (15.6)

Therefore the effective excitation and deexcitation rates are given by

Γ↑(∆) =
2Ω2γ

γ2 + ∆2
, Γ↓(∆) = Γ↑(∆) + Γ. (15.7)

From this we calculate the steady state excitation probability

%0
rr = 2γΩ2/[4Ω2γ + Γ(γ2 + ∆2)], (15.8)

which is bounded from above by %0
rr < 1/2.

15.1.2 Coherent population trapping

The second excitation scheme we use employs dark state driving for three level atoms

H = (Ωσ̂ge + h.c.) + (ΩCσ̂er + h.c.) + ∆σ̂rr. (15.9)

The intermediate state |e〉 has a short lifetime and is the only dissipation, we here take into

account

L̂e =
√

Γeσ̂ge. (15.10)

For resonant excitation, ∆ = 0, we find that |Φ〉 = (ΩC|g〉−Ω|r〉)/
√

Ω2 + Ω2
C is an eigenstate

of the Hamiltonian and at the same time a dark state regarding the dissipation, L̂e|Φ〉 = 0.

All population accumulates in this fixed point of the dynamics and the stationary state is

simply given by

%0(∆ = 0) = |Φ〉〈Φ|. (15.11)

For the general case, we start by eliminating the coherences. Again note that ∂t%eg = 0 is

only exact in the stationary state but a valid approximation for the dynamics in the regime

Γe > Ω,ΩC,∆

%eg =
2iΩ(%ee − %gg)

Γe
− i2ΩC

Γe
%rg, (15.12)

%re =
2iΩC(%rr − %ee)

Γe + 2i∆
+ i

2Ω

Γe + 2i∆
%rg (15.13)

In a second step of adiabatic elimination we consider the coherence between ground and

Rydberg state

%rg = 2ΩΩC

(%ee − %gg

Γe
+
%ee − %rr

Γe + 2i∆

)
/
(2Ω2

C

Γe
+

2Ω2

Γe + 2i∆
+ i∆

)
. (15.14)

Substituting Eq. (15.14) in Eqs. (15.12), (15.13) yields all three coherences as a function of

the populations only. Combined with the dynamic equations for the populations, this yields
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Figure 15.1: Classical rate equation model of single atom CPT for Ω = Γe = 1 and ΩC = Γe/5.
In (a) and (b) we compare exact dynamics of the populations with the rate equation result
for the excitation probability in the resonant (∆ = 0) and off resonant (∆ = 2Γe) case. In
(c) we display the steady state excitation probability as a function of detuning and in (d) the
corresponding relaxation time.

purely classical rate equations

d

dt

(
%gg, %ee, %rr

)t ≈ X(Ω,ΩC,∆,Γe)
(
%gg, %ee, %rr

)t
. (15.15)

The stationary state of Eq. (15.15) is exact, whereas the time evolution is only an approxi-

mation based on the validity of the adiabatic elimination of coherences. For the general case

we numerically diagonalize X. Its nullvector X|0〉 = 0 with appropriate normalization is the

steady state population vector
(
%0

gg, %
0
ee, %

0
rr

)t
and from the eigenvalue spectrum ui we gain

an estimate for the relaxation time Tr = maxui 6=0(1/|ui|), which is the inverse of the smallest

non-zero eigenvalue. We define effective rates for excitation and deexcitation via

Γ↑ = %0
rr/Tr, Γ↓ = (1− %0

rr)/Tr. (15.16)

In Fig. 15.1 (a) and (b) we show comparisons of exact quantum dynamics and the single

atom rate equations and find that not only the stationary value, but also the dynamics is well

approximated. In Fig. 15.1 (c) and (d) we display the excitation probability and relaxation

time respectively as a function of the detuning. For ΩC � Ω,Γe we find

%0
rr =

Ω2

Ω2 + Ω2
C

1

1 + ∆2/ω2
, with ω =

Ω2√
2Ω2 + (Γe/2)2

. (15.17)

Note that %0
rr is possible in the limit Ω� Ωc and ∆� ω.

15.2 Monte Carlo Simulations

For systems of many sites N , tracking all elements of the classical density matrix is infeasible

as the number of different configurations scales exponentially as 2N . Each configuration {Si}
is uniquely identified via the state Si of every site, either Si = 0 for non excited or Si = 1
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Figure 15.2: dMC simulation of the NN rate equation model on a finite chain of length
L = 7 and κ = 5. The subfigures show the excitation probability for the individual atoms
for increasing number of trajectories M such that the expected fluctuations are reduced by a
factor of two in each step.

for excited respectively. The goal of a Monte Carlo algorithms is to generate a set of M

configurations {S(k)
i } for the density matrix %, such that

Tr %Ô =
1

M

M∑
k=1

O{S(k)
i }

+O(1/
√
M), (15.18)

where Ô is an arbitrary operator. With an algorithm that can generate such faithful repre-

sentations of the steady state density matrix, one can calculate expectation values with high

precision. The memory constraints of exact numeric evolution have been shifted to processing

constraints regarding the number of representatives {S(k)
i } we generate.

15.2.1 Dynamic trajectory Monte Carlo

Our primary choice of Monte Carlo algorithm is dynamic trajectory Monte Carlo (dMC). Here,

we not only generate a faithful representation of the steady state but of %(t) . We restrict

to a trivial initial state Ψ
(k)
0 = {S(0)

i = 0}, all sites non excited, at time t
(k)
0 = 0, where k

enumerates the different trajectories and l the points in time, where the state of the system

changes. The dMC algorithm generates a Markov chain (Ψ
(k)
l , t

(k)
l ), until t

(k)
l is larger than

the maximum time we consider. Step one in generating this chain is to calculate the rates ri of

all possible single site state changes. If Sli = 0, ri = Γ↑(∆i), where ∆i is the effective detuning

of site i in the configuration Ψ
(k)
l . For an excited site Sli = 1, ri = Γ↓(∆i) respectively. The

second step consists in calculating the waiting time until a change occurs. The total rate of

change is given by r =
∑

i ri, such that the expected waiting time is 〈τ〉 = 1/r. Using a

random number generator, we draw a waiting time τ from a Poisson distribution with mean

〈τ〉. The next time point is determined by t
(k)
l+1 = t

(k)
l + τ . In the third and final step, we

randomly choose one of the sites , c, with weights ri. The updated state Ψk
l+1 is identical to

Ψk
l , except for the change of the atomic state at site c. A faithful representation of %(t1) is

given by the set of states Ψ
(k)
l(k), with l(k) such, that t

(k)
l(k) ≤ t1 and t

(k)
l(k)+1 > t1.

In Fig. 15.2 we show an example of the dMC convergence when simulating the rate

equation model developed in chapter 6. Whereas results with M = 25 trajectories are strongly

fluctuating, we clearly see the alternating pattern of excitation probabilities for M = 400

trajectories, which results in a factor four reduction in MC noise. A similar ansatz for the

description of Rydberg systems has been introduced in [185].
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15.2.2 Steady state Monte Carlo

dMC samples the entire time evolution towards the stationary state, which for example en-

abled our discussion of dynamical critical exponents for the two dimensional Rydberg lattice

gas. However, this feature can quickly turn into a problem, when relaxation to the stationary

state is slow in real time. Again the two dimensional Rydberg lattice gas is a good example.

Different points in configuration space may have equal weight in the stationary state, but

are connected by a strongly suppressed path in real dynamics. The two configurations of a

fully excited sublattice and a fully excited complementary sublattice displayed in Fig. 15.3,

are equally likely in the stationary state, but relaxation from one to the other is very slow in

real time. Steady State MC enables the use of more complicated steps, such as flipping all

spins at once for connecting the two states, and still generates a faithful representation of the

stationary state.

A faithful representation of the stationary state % is generated, as for dMC, by sampling

trajectories. In every step a random state change, out of a predefined set is chosen. This could

be the excitation of a single atom, or the flip of all atoms. Whether this change is applied to

the configuration, is determined by the ratio of weights in the stationary state

pchange = %0
candidate/%

0
old. (15.19)

After evaluation of this probability and stochastically updating the state or not, this procedure

is repeated. Clearly the generated path through configuration space, is not the true time

evolution and many different sets of potential changes are applicable. For representing the

stationary state faithfully, one must not take all configurations into account, as subsequent

elements of the Markov chain are correlated and not independent. The relevant step number

for relaxation of such correlations is the equivalent to the system relaxation time in dMC

simulations and is strongly dependent on the set of changes [259].

Imposing detailed balance

Calculation of pchange is easy for conventional equilibrium problems, where the thermal state

of a canonical ensemble is given by % = Z−1e−βH. As only the ratio of weights is important,

one finds pchange = e−β(Echange−Eold), which can often be calculated quickly. When applying

ssMC to Rydberg rate equations, we face the severe problem, that we have no access to pchange

in general. An exception are the idealized hard sphere problems, where the stationary state

is given by the detailed balance ansatz. We and others rely on imposing detailed balance for

the single atom transitions. One chooses the single atom excitation and deexcitation as set of

possible changes and approximates

pexcitation ≈
Γ↑

Γ↓ + Γ↑
, pdeexcitation ≈

Γ↓
Γ↓ + Γ↑

, (15.20)

where the excitation and deexcitation rates Γ↑,↓ are dependent on the interaction with excited

atoms.

We now want to discuss a small example that illustrates the potential failure of ssMC.

Consider a two site rate equation problem, as illustrated in Fig. 15.3(b). All processes change

the state of only one of the two atoms and therefore two pathways exists from both atoms in

the ground state g and both atoms in excited state r. The matrix of rates on the configuration
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Figure 15.3: (a) Sampling of configuration space with dMC is slow, if different configurations
are relevant but far separated in terms of the number of required steps. ssMC can circumvent
this by introducing unconventional steps. (b) Minimal model to reveal the failure of ssMC in
absence of detailed balance.

space {gg, gr, rg, rr} is given by

R =


−a− b 1 ab 0

a −1− a 0 1

b 0 −ab− b ab

0 a b −1− ab

 (15.21)

with a the ratio of pump to decay on one path and the reverted ratios on the other path. b

is a time scale difference between the two paths.

If we consider the approach of steady state sampling with imposed detailed balance along

every bond, we must consider for each transition the probability for the atom to be ex-

cited or not. This quantity is independent of the timescale b and indeed ssMC the state

%ssMC

(
1, 1, 1, 1

)
/4. In the limit a → 0, b → 0 the true dynamics is dominated by the tran-

sitions around gr, that drive the stationary state towards gg and indeed one finds the exact

solution %a→0,b→0

(
1, 0, 1, 0

)
/2 in striking difference to the ssMC result. Only in the special

cases a = 1, where detailed balance is restored and b = 1, where left and right path have

equal time scales, the true steady state agrees with the ssMC result.

Above model is chosen to illustrate the potential errors of ssMC with imposed detailed

balance. A good measure of detailed balance violation, would give insight into the validity of

ssMC for the typical Rydberg systems under consideration.



Chapter 16

Superatom Benchmarks

16.1 Benchmarking of Rate Equation Simulations

To describe the complex many-body dynamics of strongly interacting Rydberg atoms, a clas-

sical rate equation description is used [184, 260, 185, 84]. Intuitively, such an approach is

valid in the presence of strong decoherence and a formal derivation can be found for example

in [220].

We here present results for a model system that exhibits important aspects of the super-

atom physics discussed in Chapter 9, but is so small, that the full quantum dynamics can be

simulated. The model is displayed in Fig.16.1(a) and is comprised of two very small clusters of

N atoms each. The size r of the individual clusters is small, such that the Rydberg-Rydberg

interaction within the cluster strictly suppresses multiple excitations. On the other hand,

the distance between the two ensembles l � r is much larger and therefore the interaction

U between excitations in different clusters is finite. Atoms are excited with Rabi frequency

Ω and subject to spontaneous decay Γ and decoherence with rate Γd and exact simulations

are feasible in the small Hilbert space of dimension (1 + N)2. In the absence of decoherence

Γmathrmd, dynamics is restricted to the completely symmetric Hilbert space of only four

states.

In Fig.16.1(b) we show results for the mean number of Rydberg excitations 〈Nr〉 and their

statistics g2(0) as a function of the driving Ω in the stationary state. At strong dephasing

of Γd/2π = 140 kHz (red), rate equation (full line) and exact results (squares) agree within

small errors. We identify three regimes, first of all the weak driving regime which we also use

to calibrate the rate equation model to the experiment. Furthermore we find a pronounced

plateau of blockade between the two clusters, where at most one of the two clusters is excited

and finally for large drivings, blockade breaks down and the number of excitations increases

again. In absence of decoherence (black) the rate equations yield incorrect results for both

the number of excitations and their statistics.

For off resonant excitation the mesoscopic superatom and the model system exhibit an-

tiblockade and pronounced bunching of Rydberg excitations. Here we have chosen the detun-

ing such, that it exactly cancels the interaction ∆0 = −U and the second excitation process

is resonant. Both statistics and excitation number are well reproduced by the rate equations

in the presence of decoherence across the range of driving Rabi frequencies, but the classical

ansatz fails in absence of decoherence.

173
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Figure 16.1: (a) Model system for validating the rate equation simulations with cluster of
4 atoms. (b) Mean number of Rydberg excited atoms and two excitation correlations for
resonant excitation with decoherence Γd/2π = 140 kHz (red) and Γd = 0 (black). Solid lines
are results of the rate equation model and exact quantum simulation results are displayed as
squares. (c) Results for off resonant excitation with ∆0 = −U, U = 4× 2π MHz, symbols as
in (b).

16.2 Coherent Dynamics

As shown in the previous section, the long time excitation statistics is well described by rate

equation simulations. However on short time scales the number of excited atoms is more

sensitive to coherent effects as shown in Fig.16.2. Parameters are chosen as in Fig.16.1(a)

with driving Ω/2π = 270 kHz, such that g2(0) = 0.1 and we are in the steady-state blockade

regime. The initial dynamics reveals coherent, collective Rabi oscillations, which are rapidly

damped by the decoherence. Note that in the experiment due to the larger number of atoms

and the presence of weakly interacting atom pairs, a smaller value of Ω has to be chosen to

preserve antibunching.
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Figure 16.2: Expectation value of Rydberg excitations as a function of time since driving of
model systems with N = 4 atoms per cluster started. For a decoherence rate of Γd/2π =
140 kHz, interaction U/2π = 4 MHz and Ω/2π = 270 kHz the full quantum simulation (blue)
reveals damped coherent dynamics. At longer times, exact results converge towards the rate
equation model results (dashed red) in the stationary state.
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Chapter 17

Dynamic Equations for Two

Rydberg Polaritons

Within this thesis we consider homogeneous media and must not separate between spatial

regions within and outside of the atomic medium. As motived in the introduction 1.4 the

relevant fields for the propagation are the electric field Ê(z), the polarization P̂(z) and the

spin coherence Ŝ(z), which obey the commutation relation [Ê(z), Ê†(z′)] = [P̂(z), P̂†(z′)] =

[Ŝ(z), Ŝ†(z′)] = δ(z, z′). Our ansatz and notation are closely related to the methods used in

[238].

17.1 Two-Excitation Wave Function

The factors of the wave function defined in Eq. (12.19) are chosen such, that for the norm we

find

〈Ψ(t)|Ψ(t)〉 =

∫∫
dz1dz2

[
|EE(z1, z2)|2 + |PP (z1, z2)|2 + |SS(z1, z2)|2

+ |EP (z1, z2)|2 + |ES(z1, z2)|2 + |PS(z1, z2)|2
]
, (17.1)

which for the initial state will be unity. Our description is incomplete in that we do not

include single excitations that result from the loss of the second excitation.

17.1.1 Equations of Motion

The dynamic equations in the Heisenberg picture for the field operators Ê(z), P̂(z) and Ŝ(z)

are given in Eqs. (1.56),(1.57) and (12.2) and can be translated into dynamic equations for

the components of the wave function in the Schrödinger representation

∂tEE(z1, z2) =
1√
2
〈0|[∂tÊ(z1)]Êz2 + Êz1 [∂tÊ(z2)]|Ψ〉. (17.2)

The full set of equations of motion is given by

∂tEE(z1, z2) = −c(∂z1 + ∂z2)EE(z1, z2) + ig[EP (z1, z2) + EP (z2, z1)]/
√

2, (17.3)

∂tPP (z1, z2) = −2(γ + i∆)PP (z1, z2) + ig[EP (z1, z2) + EP (z2, z1)]/
√

2

+ iΩ[PS(z1, z2) + PS(z2, z1)]/
√

2 (17.4)
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and for the mixed components

∂tSS(z1, z2) = −iV (z1, z2)SS(z1, z2) + iΩ[PS(z1, z2) + PS(z2, z1)]/
√

2, (17.5)

∂tEP (z1, z2) = −[c∂z1 + (γ + i∆)]EP (z1, z2) + ig
√

2[EE(z1, z2) + PP (z2, z1)]

+ iΩES(z1, z2), (17.6)

∂tES(z1, z2) = −c∂z1ES(z1, z2) + igPS(z1, z2) + iΩEP (z1, z2), (17.7)

∂tPS(z1, z2) = −γPS(z1, z2) + igES(z1, z2) + iΩ
√

2[PP (z1, z2) + SS(z1, z2)]. (17.8)

The above set is inconvenient as it is non local due to the exchange of z1 and z2 in some equa-

tions. We resolve this inconvenience by introducing symmetric and antisymmetric functions

EP±(z1, z2) = [EP (z1, z2) ± EP (z2, z1)]/
√

2 and respectively ES± and PS±. This increases

the number of variables to nine, where the newly introduced fields are cross coupled by the

propagation.

∂tEE = −c(∂z1 + ∂z2)EE + igEP+, (17.9)

∂tPP = −2(γ + i∆)PP + igEP+ + iΩPS+, (17.10)

∂tSS = −iV (z1, z2)SS + iΩPS+, (17.11)

∂tEP+ = −(γ + i∆)EP+ + 2ig(EE + PP ) + iΩES+

− c[(∂z1 + ∂z2)EP+ + (∂z1 − ∂z1)EP−]/2, (17.12)

∂tEP− = −(γ + i∆)EP+ + iΩES−

− c[(∂z1 − ∂z2)EP+ + (∂z1 + ∂z1)EP−]/2, (17.13)

∂tES+ = igPS+ + iΩEP+

− c[(∂z1 + ∂z2)ES− + (∂z1 − ∂z1)ES−]/2, (17.14)

∂tES− = igPS− + iΩEP−

− c[(∂z1 − ∂z2)ES+ + (∂z1 + ∂z1)ES−]/2, (17.15)

∂tPS+ = −(γ + i∆)PS+ + 2iΩ(PP + SS) + igES+, (17.16)

∂tPS− = −(γ + i∆)PS− + igES− (17.17)

17.1.2 Translation invariant systems

We employ two-excitation wavefunction techniques in Chapter 12 only for translation invariant

systems of finite size L with periodic boundary conditions. To exploit this property, we

introduce new variables

EE(z1, z2) = EE(z1 − z2, 0) :=
ee(r)√
L
, (17.18)

where we used that the initial center of mass momentum to be small in the co-moving frame.

Due to translation invariance, momentum associated to the center of mass coordinate R :=

(z1 + z2)/2 is conserved and we here only consider the dynamics in relative coordinate r :=

z1− z2. The factor 1/
√
L is chosen such, that the new variables obey the same normalization

conditions as the old ones∫
dr|ee(r)|2 = L

∫
dr|EE(r, 0)|2 =

∫∫
dz1dz2|EE(z1, z2)|2. (17.19)
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We here show the derivation of the new dynamic equations only for the new ep+ component

∂tep+(r) =
√
L∂t EP+(r, 0) (17.20)

= · · · − c
√
L

2
[∂z1 + ∂z2 ]EP+(r, 0)− c

√
L

2
[∂z1 − ∂z2 ]EP−(r, 0) (17.21)

= · · · − c
√
L

2
[∂r − ∂r]EP+(r, 0)− c

√
L

2
[∂r + ∂r]EP−(r, 0) (17.22)

= · · · − c∂r ep−(r). (17.23)

The complete set of equations of motion for the reduced variables in relative coordinates is

given by

∂t ee = ig ep+, (17.24)

∂t pp = −2(γ + i∆)pp+ igep+ + iΩps+, (17.25)

∂t ss = −iV (r)ss+ iΩ ps+, (17.26)

∂t ep+ = −(γ + i∆) ep+ + 2ig(ee+ pp) + iΩes+ −c∂r ep−, (17.27)

∂t ep− = −(γ + i∆) ep+ + iΩes− −c∂r ep+, (17.28)

∂t es+ = ig ps+ + iΩ ep+ −c∂r es−, (17.29)

∂t es− = ig ps− + iΩ ep− −c∂r es+, (17.30)

∂t ps+ = −(γ + i∆) ps+ + 2iΩ(pp+ ss) + ig es+, (17.31)

∂t ps− = −(γ + i∆) ps− + ig es−. (17.32)

The propagation term for the two photon component for example, is trivially zero in relative

coordinates, because they propagate at equal speed and therefore constant distance. This

reduced set of equations is the basis for our numerical analysis.



180 CHAPTER 17. DYNAMIC EQUATIONS FOR TWO RYDBERG POLARITONS



Bibliography

[1] M H Anderson, J R Ensher, M R Matthews, C E Wieman, and E A Cornell. Observation

of Bose-Einstein Condensation in a Dilute Atomic Vapor. Science, 269(5221):198–201,

July 1995.

[2] Markus Greiner, Olaf Mandel, Tilman Esslinger, Theodor W Hänsch, and Immanuel
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[93] L Béguin, A Vernier, R Chicireanu, T Lahaye, and A Browaeys. Direct Measurement

of the van der Waals Interaction between Two Rydberg Atoms. Physical Review Letters,

110(26):263201, June 2013.

[94] Peter Lambropoulos and David Petrosyan. Fundamentals of Quantum Optics and Quan-

tum Information. Springer, Berlin, 2006.

[95] Johannes Otterbach. Single- and Many-Body Phenomena of Dark-State Polaritons. PhD

thesis, University of Kaiserslautern, October 2011.

[96] Michael Fleischhauer, Atac Imamoglu, and J P Marangos. Electromagnetically induced

transparency: Optics in coherent media. Reviews of Modern Physics, 77, 2005.

[97] L V Hau, S E Harris, Z Dutton, and C H Behroozi. Light speed reduction to 17 metres

per second in an ultracold atomic gas. Nature, 397(6720):594–598, 1999.

[98] H Gorniaczyk, C Tresp, J Schmidt, H Fedder, and S Hofferberth. Single-Photon Tran-

sistor Mediated by Interstate Rydberg Interactions. Phys. Rev. Lett., 113(5):053601, July

2014.

[99] William Louisell. Quantum statistical properties of radiation. New York, Wiley, 1973.

[100] M Fleischhauer and M Lukin. Dark-State Polaritons in Electromagnetically Induced

Transparency. Physical Review Letters, 84(22):5094–5097, 2000.

[101] W P Su, J R Schrieffer, and A J Heeger. Solitons in Polyacetylene. Phys. Rev. Lett.,

42(25):1698–1701, June 1979.

[102] Shinsei Ryu and Yasuhiro Hatsugai. Topological Origin of Zero-Energy Edge States in

Particle-Hole Symmetric Systems. Phys. Rev. Lett., 89(7):077002, July 2002.

[103] Li-Jun Lang, Xiaoming Cai, and Shu Chen. Edge States and Topological Phases in

One-Dimensional Optical Superlattices. Phys. Rev. Lett., 108(22):220401, May 2012.

[104] Marcos Atala, Monika Aidelsburger, Julio T Barreiro, Dmitry Abanin, Takuya Kita-

gawa, Eugene Demler, and Immanuel Bloch. Direct measurement of the Zak phase in

topological Bloch bands. Nature Physics, 9(12):795–800, November 2013.

[105] Yasuhiro Hatsugai. Quantized Berry Phases as a Local Order Parameter of a Quantum

Liquid. Journal of the Physical Society of Japan, 75(12):123601, December 2006.

[106] Y Hatsugai. Quantized Berry phases for a local characterization of spin liquids in

frustrated spin systems. Journal of Physics: Condensed Matter, 19:145209, 2007.

[107] F D M Haldane. Nonlinear Field Theory of Large-Spin Heisenberg Antiferromagnets:

Semiclassically Quantized Solitons of the One-Dimensional Easy-Axis Néel State. Phys.
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atoms can do more than atoms: Deterministic single photon subtraction from arbitrary

light fields. Physical Review Letters, 107(9):093601, 2011.

[169] S Whitlock, R Gerritsma, T Fernholz, and R J C Spreeuw. Two-dimensional array of

microtraps with atomic shift register on a chip. New Journal of Physics, 11(2):023021,

February 2009.
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S Whitlock, and M Weidemüller. Sub-Poissonian Statistics of Rydberg-Interacting Dark-

State Polaritons. Phys. Rev. Lett., 110(20):203601, May 2013.

[241] Simon Baur, Daniel Tiarks, Gerhard Rempe, and Stephan Dürr. Single-Photon Switch
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[254] Michael Zwolak and Guifré Vidal. Mixed-State Dynamics in One-Dimensional Quantum

Lattice Systems: A Time-Dependent Superoperator Renormalization Algorithm. Physical

Review Letters, 93(20):207205, November 2004.

[255] Tomaz Prosen and Marko Znidaric. Matrix product simulations of non-equilibrium

steady states of quantum spin chains. Journal of Statistical Mechanics: Theory and Ex-

periment, 2009(02):P02035, February 2009.

[256] Michael J Hartmann. Polariton Crystallization in Driven Arrays of Lossy Nonlinear

Resonators. Phys. Rev. Lett., 104(11):113601, March 2010.

[257] S R Clark, J Prior, M J Hartmann, D Jaksch, and M B Plenio. Exact matrix product

solutions in the Heisenberg picture of an open quantum spin chain. New Journal of Physics,

12(2):025005, February 2010.

[258] N Goldman and J Dalibard. Periodically Driven Quantum Systems: Effective Hamilto-

nians and Engineered Gauge Fields. Physical Review X, 4(3):031027, 2014.

[259] Debashish Chowdhury and Dietrich Stauffer. Principles of Equilibrium Statistical Me-

chanics. Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, FRG, 2000.

[260] C Ates, Thomas Pohl, T Pattard, and et al. Strong interaction effects on the atom

counting statistics of ultracold Rydberg gases. Journal of Physics B: Atomic, Molecular

and Optical Physics, 39(11):L233, 2006.



198 BIBLIOGRAPHY

Publications

Publications relevant for this thesis

In the following I list publications containing parts of the material of this thesis. All of these

are the result of collaborations of several authors, which all contributed to the conception

of the project, discussion of results and writing of the manuscript. Parts predominantly

contributed by me are indicated.
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[H-2014a] M. Höning, W. Abdussalam, M. Fleischhauer, and T. Pohl. Antiferromagnetic

long-range order in dissipative Rydberg lattices. Phys. Rev. A, 90, 021603(R), 2014

This publication is the result of a collaboration of M. Fleischhauer and myself with W.

Abdussalam and T. Pohl from Dresden. In particular the analysis of critical exponents was

provided by me.
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stoph, Hans-Jürgen Korsch, Eva-Maria Gräfe und der Studienstiftung des deutschen Volkes

zu tiefem Dank verpflichtet.

Abschließend danke ich Klara für die geteilte Zeit und die liebevolle Unterstützung aller

meiner Pläne.
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